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SECTION 1

INTRODUCTION

PURPOSE

This paper presents a discussion of computer models for locally

distributed computer networks that use ring or bus technology to

connect the nodes (e.g., computers, terminals) to one another. Much

work has been done on the modeling of both ring and bus networks, but

the results are scattered throughout the literature. Hence, it was

felt that in order to have the capability of comparing the many de-

sign alternatives possible in the construction of a local network, a

survey of the modeling of these networks should be undertaken. The

results of this survey are presented in this paper.

An earlier paper discussed models used for design and analysis

of the communications system employed for centralized and distributed

computer networks [TRoP78]. Both of these papers were written as

part of Project 572C, C3 System Performance Modeling and Simulation,

which focuses on the use of modeling and simulation for system-level

design and analysis during the conceptual phase of systems acquisition.

TECHNICAL BACKGROUND

From a functional point of view, a local computer network may be

thought of as inhabiting a region between multiprocessing systems and

the interconnection of geographically distributed, heterogeneous com-

puter systems for the purpose of resource sharing. At one end of this

spectrum we find an attempt to convert a collection of serial processors

into parallel processors, while at the other end we discover a group

of dissimilar computers tied together by a communication network,

thereby enabling a user to take advantage of a variety of computing



resources. Local computer networks may therefore be built to fulfill

either (or conceivably both) of the above design goals.

Metcalfe, in "Ethernet: Distributed Packet Switching for Local

Computer Networks," uses a taxonomy based on the parameters of bit

rate and separation between computers to distinguish three types of

networks [METC76, p. 395].

Activity Separation Bit Rate

Remote Networks >10 km <0.1 Mps

Local Networks 0.1 - 10 km 0.1 - 10 Mps

Multiprocessors <0.1 km >10 Mps

It should be pointed out that the introduction of fiber optics

technology into this area threatens Metcalfe's taxonomy.

Another definition for local networks has been proposed by

A. Franck [FRAN78]. He pictures a local computer network as

consisting of three essential ingredients:

1. A high-speed transmission medium for data transmission

over a "limited" distance. The nature of the trans-

mission medium and the topology of the network are

left unspecified.

2. Several network adapters attached to this transmission

medium which serve as line interfaces for computing

equipment. The adapters transmit data on the

transmission medium.

9



3. Computing system components that can be attached to an

adapter. Franck's illustration of his definition is

shown in figure 1.

CDC CYBER I BM DISC IBM
-SYSTEM STORAGE SYSTEM COMJPUTER 6

HANNEC L CYBESELECTORf CHANNE CHANNEL

LALNA LNA4

'.

Le LoAl oLNA

CDC DISTRIBUTED DC MINI XYZ HIGH
DATA PATH STEM SPEEDCORE

S YEMASS

Based on FRAb. Lt a Ine dAPTER

Figure 1. Local Computer Network

It should be noted that a panel discussion held during the third

conference on local computer networks -- a conference devoted to

developing a definition of a local computer network -- failed to

achieve a definition acceptable to all participants.

Much effort has been devoted in recent years to developing

technologies for local networks. Two of the basic networking

technologies that have been developed are the ring and bus networks.

In a ring network, the comunications path is in the form of a loop.

10
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Messages originate at a source node (attached to the loop) and then

flow through intermediate nodes on the way to their destination node.

The intermediate nodes on the path function as relays. In a bus

network, on the other hand, messages are broadcast onto a shared

communications channel. Hence, all nodes attached to the coummunica-

tions path "hear" all the messages sent onto the loop. More detailed

definitions of these networks will be presented in sections 2 and 3.

To the author's knowledge, there have been no comparisons of the

performance of ring and bus networks for a given application. This

is unfortunate, as recent developments in ring technology (e.g., the

DLCN ring, discussed in this paper) demonstrate that ring networks

with impressive performance characteristics can be built.

SCOPE AND CONTENTS

As can be inferred from these brief definitions, the technologies

employed in the construction of local networks vary widely. Hence,

no truly general-purpose models for the design and analysis of local

computer networks are available. Consequently, this paper will focus

on the analytic and simulation techniques presently available for the

synthesis/analysis of bus and ring networks.

Section 2 of this paper discusses models of ring networks. The

section concludes with a summary of the strengths and weaknesses of

the various models. An approach to the construction of models for

ring networks is also presented. Section 3 is devoted to models of

bus networks (including a taxonomy of bus networks). The final sec-

tion of the paper contains several remarks on access protocols for

bus networks and their modeling and includes a suggestion for

constructing bus network models.
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SECTION 2

RING NETWORK PERFORMANCE MODELS

INTRODUCTION

Following Anderson and Jenson,"Computer Interconnection Structures:

Taxonomy, Characteristics, and Examples," [ANDE75], we characterize a
ring network as a collection of processing elements (terminals or

4computers) that are interconnected via a communications path in the

form of a loop.* This situation is illustrated in figure 2.

,r PROCESSING
ELEMENT

COMMUNICATIONS
LoNE

Based on ANDE76, p. 202.

Figure 2. Ring Network

Typically, the processing element is attached to the ring by an

interface device -- the ring interface unit. A loop supervisor may

also be present on the loop. The functions of the supervisor may.

include synchronization, as well as some form of flow control (to

prevent the accumulation of undeliverable messages).

* The words "ring" and "loop" are used interchangeably in the literature
and in this paper.
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In general, traffic on the loop flows in one direction only,

although bidirectional systems have been proposed [MAJ176]. Hence,

each processing element receives traffic from one of its neighbors,

and sends messages to its other neighbor. Messages then circulate

around the loop from their source to their destination. The inter-

mediate processing elements along the path act as relays.

Depending on the system, messages may be of fixed or variable

length, and one or several messages may be permitted on the loop at

a time.

Loop networks are attractive because of their simplicity. It

A is fairly easy to add (or delete) processing elements without making
numerous connections each time. This is a definite benefit when the

network is located within the confines of an office building. In

addition, start-up and system modification costs are (relatively) low.

The basic drawback of a loop system, its reliability, also stems

from its simple design. An outage in either a processor or a channel

can lead to disaster. Hence, it is necessary to provide some form of

backup in the event of a failure. An exaiple of such a backup would

be installation of a bypass at each node, which would, in effect,

delete a malfunctioning node. If the bypass is centrally activated

(by a loop supervisor), it can also be used to route traffic around

defective channels.

LOOP CONTROL ARCHITECTURES

Three major loop control architectures* have been developed: the

Pierce loop, the Newhall loop, and the Distributed Loop Computer Network

(DLCN). In the Pierce loop, fixed-length slots circulate around the ring.

A lead field indicates to each host whether or not the next frame is

*The reader is referred to PENN78 for a comprehensive survey of
loop architecture.

13



occupied. In the absence of a message, a host may multiplex a message

(or a portion thereof) into the available slot. Figure 3 is a diagram

of this transmission mechanism.

II

E: EMPTY
F: FULL

Based on REAM75, p. 11.

Figure 3. Pierce Loop Transmission Mechanism

Clearly, several messages may be sent on the network simultaneously.

The principal disadvantage of this method is the fact that the messages

are not all of uniform length. Some will be too short for the space

allotted, resulting in a waste of space. Others will be longer than

available space, necessitating software for assembly and disassembly

of messages, as well as adequate buffer space.

The transmission of variable-length messages is a property exhibited

by Newhall networks [FARM69]. These networks operate by "token-passing."

14



Control is passed from host to host. If a host receiving control of

the loop has a message stored in its buffer, it immediately multiplexes

the message onto the loop, and then passes control of the loop downstream.

Clearly, simultaneous transmission of messages under these circumstances
is impossible, because of message interference. Figure 4 illustrates

the Newhall transmission mechanism.

S: START OF MESSAGE

S E: END OF MESSAGE

Based on REAM75, p. 11.

Figure 4. Newhall Loop Transmission Mechanism

The basic disadvantage of a Newhall network is, again, its inability

to transmit several messages on the loop simultaneously.

DLCN provides both of these advantages (the advantages of variable-

length messages and simultaneous message transmission) via a store-and-

forward transmission. The ring-interface for DLCN consists of two

15



buffers. The first is an output buffer which stores messages produced

locally. The second is a delay buffer, which buffers messages passing

through the particular node in question (i.e., messages that have

destinations further downstream) and inserts messages from the output

buffer into the gaps between messages on the loop, as well as into

the gaps produced by sinking a message at the given node. The disad-

vantage of this approach is that delays occur for messages as the

messages traverse nodes that lie on the path to their destination node.

MODELS

The following paragraphs describe models of the Pierce loop,

Newhall loop, and DLCN architectures. Both simulation and analytic

(queueing) models are discussed, but the emphasis will be on the

queueing models, which will be of value in conceptual phase modeling.

Results can be obtained quickly with queueing models, giving the

system designer greater freedom to experiment with the system

architecture. Another reason for the greater emphasis on queueing

models is that, in the opinion of the author, they provide greater

insight into significant design issues than do the more detailed

simulation models. This is the result of the analyst being forced to

carefully examine his assumptions in developing a mathematical model.

The DLCN model is described in more detail than the other two

architectures because:

1. In the opinion of the author, the approach taken in this

model -- modeling the nodes as an open Jacksonian network

of queues, and incorporating this with a separate model

of the communication loop subnetwork -- can also be

employed In developing -models of other loop systems.

16



2. The DLCN is capable of supporting both variable-length

messages and simultaneous message transmission.

It should, therefore, have a wide range of uses in various applications.

For example, plans have been made for it to support a distributed data

base [PARD77].

A concluding section summarizes some of the limitations and

advantages of the various models, and suggests a general approach to

the modeling of loop networks.

The Pierce Loop

The transmission mechanism of the Pierce loop consists of

multiplexing a message into one or more fixed-length time slots which

circulate continuously around the ring. The loop was first proposed

by Pierce [PIER72a] to accommodate a population of users which generate

traffic characterized by a high peak-to-average ratio, i.e., "bursty"

traffic. Inquiry-response systems, such as credit card verification

and electronic funds-transfer, are examples of systems expected to

support a bursty population. Pierce has also suggested the possibility

of nationwide loop networks, which would consist of a large national

loop attached to several regional loops, attached in turn to local

loops to be used as the access mechanism to the network [PIER72b].

The performance of the Pierce loop has been discussed in papers

by Hayes and Sherman, and Anderson et al. [HAYE71 and ANDE72]. Hayes

and Sherman developed two analytical models of the system and compared

their predictions to those produced by a GPSS* simulation. Details of

this simulation and the results of the studies conducted with it form

the contents of ANDE72.

* GPSS is an acronym for General Purpose Systems Simulator, a

simulation la.,guage created by IBM.
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The two models developed in HAYE71 were intended to complement

each other. The first model portrays a population of bursty users,

while the second focuses on sources that tend to generate longer

messages. Both models depict a collection of data sources attached

to the ring. The output of each of these data sources consists of

alternating active and idle peripds. It is assumed that the lengths

of the active and idle periods are exponentially distributed and

* statistically independent of one another. Each message is then

divided into a collection of fixed-length packets, and awaits its

turn to be multiplexed onto the loop. Both models first develop

an expression for the length of the busy and idle periods on the

line, and then develop an expression for the average time delay

bastd upon these calculations.

As has been stated, the first model portrays a collection of

K bursty users on the ring. By assumption, the lengths of the busy

and idle periods at each individual source are exponentially distrib-

uted with known mean. It may be shown that the resultant idle period

on the line (as seen by an arbitrary station on the ring) is also

exponentially distributed. Its mean is equrl to the sum of the mean

values of all the "source" idle periods, i.e., of all the traffic

generated by individual nodes feeding traffic into the chosen node.

Using this method, the lengths of both the busy and idle periods can

be calculated. To calculate time delay, Hayes and Sherman rely on a

queueing model that views the line as a server subject to periodic

breakdown [AV163]. Line busy periods are interpreted as periods

during which the server is active; idle periods are interpreted as

breakdowns. The interested reader should consult HAYE71 for details

of the calculations as well as for the expressions for time delay and

line idle and busy periods.

The second model developed in HAYE71 is oriented toward more

active sources on the line. As such it assumes that the mean length

is



of the line idle period at the input to a particular station on the

ring is known. A further assumption is that the data flow fromi a

station is at a constant rate equal to the average rate. An expression

is developed for computing the length of the idle and busy periods at

the output of the station, and this expression is applied in iterative

fashion around the ring. Based upon work by Sherman, the probability

density function of the contents of the buffer at an arbitrary station

is derived [SHER7O]. An application of Little's theorem [KLE175]

yields an expression for the time delay.

Hayes and Sherman also developed a simulation model of the ring,

which was run with 10, 50, and 100 stations on the ring at various

line loadings. The simulation model assumed a symmetric traffic pattern

(intended to represent the traffic situation that might be encountered

in a national ring). The results obtained with the analytical models

$ compared well with the simulation results (especially for moderate

line loadings, below 0.5), except that the analytical models produced

more conservative time delay values.

Newhall Loops

The transmission mechanism in the Newhall loop is characterized

by token passing -- control of the loop is passed from host to host

successively, with each host multiplexing its message onto the loop

as it gains control. Farmer and Newhall, in their paper "An Experi-

mental Distributed Switching System to Handle Bursty Computer Traffic,"

describe the initial design and implementation of the Newhall loop at

Bell Telephone Laboratories, Holmdel, New Jersey [FARM69]. The original

system consisted of several peripherals (Calcomp plotter, teletype, etc.)

attached to the loop, along with a Honeywell 516 computer employed as

loop supervisor. The reader should consult FARM69 for a detailed

description of the system.
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Following initial design, several models of the Newhall loop were

developed. Two of these models determine the mean scan time of the

loop, i.e., the time required for the token to pass around the loop.

Average waiting times are also available, but are subject to restric-

tions (e.g., the terminal output buffer can contain at most one message).

In fact, a comprehensive response-time model for the Newhall loop is

absent from the literature.

In presenting the available results on the Newhall loop, therefore,

we will first discuss scan time results, based on Yuen et al. [YUEN72]

and Carsten et al. [CARS77], and .then average message waiting time, as

presented in KAYE72, As these three papers employ relatively simple
probabilistic arguments, and they do not present a comprehensive

response-time model of the Newhall loop, our remarks must be brief.

We will devote somewhat more space to a discussion of Labetoulle et al.,

"A Homogeneous Computer Network" [IABE77]. This paper is interesting

because in addition to portraying the loop itself, it portrays two host

processors attached to the loop, and it models both the processors and

the loop as networks of queues. (A good discussion of queueing networks

may be found in KLE175 and KLE176.) The present author feels that

networks of queues provide a fruitful approach to the modeling of ring

networks. The importance of networks of queues as a modeling tool for

ring networks is illustrated in this paper.

In the paper, "Traffic Flow in a Distributed Loop Switching System"

[YUEN72], the system under consideration is a collection of (buffered)

terminals, attached to a Newhall loop, which communicate with one another

via fixed-length messages. Assuming Poisson input at each of the ter-

minals, Yuen, et al. obtain results for the mean and variance of the scan

time in the case of identical (symmetric) and nonidentical (asymmetric)

input traffic at each of the terminals. A critical assumption for this

model is that of light traffic conditions. This condition is expressed

mathematically in the symmetric loop case by the inequality

20



ANT < < 1,S

where A = identical arrival rate,

N = number of terminals on the loop, and

T = service time for a terminal.
S

The expression obtained for the mean scan time T in the case of

the symmetric loop is

T NTB
T -XNT

s

where TB is the time delay due to the token passing (assumed to be one

bit).

Other quantities of interest determined in this paper were formulas

for the blocking probabilities at the terminals.

Simulation studies of the system were also conducted, and the

results compared to the a.alytic results. As expected, the results

were in close agreement for low traffic conditions, but mean scan time

and blocking probability results diverged when the traffic became heavier.

In "A Simplified Analysis of Scan Times in an Asymmetrical Newhall

Loop with Exhaustive Service" [CARS77], a number of terminals are also

attached to the loop. The terminals are represented as having infinite

buffer capacity, and the loop provides service for variable-length

messages. As mentioned by the authors, the infinite buffer assumption

is realistic because it is inexpensive to incorporate extra memory in

a terminal. In addition, if one has host computers attached to a

Newhall loop, there should be ample space in the host memory to alleviate

any concern about buffer overflow.
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Formulas for the mean and variance of the scan time are obtained

under the usual assumption of Poisson arrivals. The formula for the

mean scan time E(t.) is

(ts) D
1 -P

where D = scan overhead (control character recognition, etc.),
N

P = loop utilization, given by p = - j Xi,
i=l

A= message arrival rate (messages/sec),

= line capacity (messages/sec).

Note the similarity between this formula and the usual time delay

formula for an M/M/l queue.

The formula for scan time variance is a bit more complicated. It

depends upon the position on the loop from which one commences the

scan. Consequently, in order to simplify the calculations approximate

results which neglect the dependence for this quantity are also derived.

A four-node Newhall loop simulation produced results (mean scan

time and variance) in close agreement with those obtained via the

analytical model developed by Carsten et al.

In "Analysis of a Distributed Control Loop for Data Transmission,"

the author also considers a collection of terminals attached to a

Newhall loop [KAYE72]. Each terminal is assumed to have a buffer con-

taining exactly one (fixed-length) message, resulting in the loss of

messages generated while the buffer is full. (As noted earlier, this

is a somewhat unrealistic assumption.) Identical Poisson arrival rates

are also assumed at each terminal.

22
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In light of these assumptions, Kaye develops an expression for

the distribution of the waiting time at a terminal, defined to be the

time between the loading of a message into the terminal's buffer and

the moment that its transmission commences. With this distribution

in hand, expressions for the mean and variance of the waiting time

are then readily obtained, as is an expression for the proportion of

messages lost at a terminal during a scan. These expressions are too

complex to be included herein; however, the interested reader may

4 readily peruse them in KAYE72. Unfortunately, Kaye conducted no

simulation to verify his results.

MININET

The MININET is a two-host network of minicomputers designed to

support a distributed data base. An essential feature of the data

base is that it can be partitioned into components, each of which

will be queried by users located in a particular geographical region.

MININET was developed to support transactions processing - - short

queries followed by rapid responses. Credit card inquiries are an

example of this sort of application.

In view of the expected bursty nature of the traffic, the system's

designers chose to implement it in the form of a two-host Newhall loop.

A description of the system and of modeling work doae prior to its

implementation may be found in LABE77. As the focus of the present

paper is on system modeling, we urge any readers interested in details

about the hardware, operating system, etc., to consult that paper. In

the process of designing the network, both analytic and simulation

models of the proposed system were dc,,eloped. These models are also

described in LABE77.

The queueing model developed in LABE77 is significant. It is the

first attempt (that the author is aware of) to represent the entire
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network (i.e., host processors in addition to the ioop communication

subnetwork) as a network of queues*. This formulation was employed

in deriving expressions for the response time and queue lengths at

the nodes. Figure 5 shows the model of the MININET network.

As indicated previously, there are two host processors, connected

to one another via a Newhall loop. Transactions enter the system (at

a rate of X/sec) from terminals attached to the hosts, and queue for

access to the host CPU (reprcsented in the diagram by FM, file machine).

The command processors, terminal processors and message switch all re-

side at the FM. As transactions arrive, the FM determines whether or

not the host CPU has the requisite data. In the event that it does,

the FM routes the request to the data host (DHI). The DH is a separate

minicomputer, in charge of secondary storage. A transaction may

require several accesses, as indicated by the arrow returning to the

data host. After completing the requisite number of memory accesses,

post-processing is performed in the FM4, and the request is routed

back to the originating terminal. In the event that a request must be

satisfied remotely, it is routed onto the loop, and ultimately makes

* its way to the appropriate DH.

The service rates 1 through p6are circled in the figure, while

the number of items in the six queues are represented by the letters

n I through n 6. The various branching probabilities are designated p1
through p4 .

*This approach pointed toward a new and potentially very effective
modeling technique for ring networks which is discussed in the
section on DLCN.
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Figure 5. Model of MININET
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Figure 5 represents what is referred to in the queueing literature

as an open network of queues*, a collection of nodes (service centers),

with customers visiting various centers guided by a matrix of node-to-

node transition probabilities. The network is called "open" because

customers are permitted to enter and exit from the system at the

individual nodes.

th
Hence, the arrival rate at the i node, Xi' may be written as

N

X. 1.)i + E r.. Xij=l r1 i

where y. is the external arrival rate at node i, )j is the arrival rate

at node j and the r.. are transition probabilities.

Jackson established that for such a network, one might obtain the

distribution for the number of customers in the system by multiplying

the individual distributions at the nodes [JACK63]. This assumes a

Poisson arrival rate at the nodes as well as exponential service times.

Hence, if p (kI, ... , kn ) represents the probability of k1 customers

at node 1, k2 customers at node 2, etc., an expression for

p (k ... kn) (in our case) is provided by

k.

i=l

Ai
where pi = , the utilization of the server.

i

* An excellent summary of networks of queues and their applicability

to the modeling of computer-communications networks appears in KLEI75
and KLE176. The interested reader is urged to consult these volumes
for a survey of the state of the art in this area.
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More general results can be found in MUNT72 and BASK75.

Labetoulle et al. [IABE77] used these more general results (in

particular, the concept of local balance) in deriving the above

distribution, perhaps unnecessarily.

* In LABE77, the arrival rates X. are computed by solving the

4 following equation, which corresponds to the equation already pre-

sented for arrival rates:

1 0 0 P1 0 0 p3" A1^

)A2  A 0 0 0 P1  P3 0 A2

X3  0 P2  0 (l-pl) 0 0 0 X3

A4 0 + 0 0 0 (1-p) 0  0 4

0 0 0 0 0 0SX3 0(l-P2)P4 X 5

A6  0 0 (l-P2)P4  0 0 0 0

All of the above parameters can be obtained by assumption or

experimentation, except for the loop service parameters, /5 and "

(The estimated service rate of the file machine provides us with

values for PI and I2' for instance.) To obtain these parameters,

the authors model the Newhall loop as follows:

LetYL= the line service rate.

If n6 = 0, i.e., the corresponding port is idle, then 5 = "L'

if n6  0, i.e., this port is not idle, then P =2-

In6  /5 2

Hence, if q = the probability that the port with service rate 6

is idle, then
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/P- = L (1+ q).5 = 
qJ 

+ (12 -

To express q in terms of /IL' the authors assume that the probability

that the loop is idle (q 2) can be expressed as follows:

2 2A.
P L

This corresponds to approximating the loop by an M/M/I queue with a total

arrival rate of 2X. (In such a queue, the probability of the server

being idle is 1 - p, where p is the utilization of the server.)

. Substituting this expression for q in the previous equation, we

obtain

= L. + (1- 2/95 2-- "j /L /

Expressions for response time and queue lengths at the various

service centers can now be obtained by noting that in this (Jackson's)

model, each service center behaves as an independent M/M/l queue.

A simulation model of the network was also created, and its results

were compared with the queueing model. Response time and queue lengths

at various servers were the primary quantities of interest in this

comparison. The program is an event-stepped simulation written in

SIMSCRIPT. The model upon which it is based is the queueing network

displayed earlier, combined with -- as the authors put it -- a number

of "refinements" to reflect the simplifications inherent in the queueing

model (e.g., message transfer protocols).
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For two-host networks, the results of the queueing and simulation

models are in close agreement. Agreement is especially good if the

fraction of traffic at any node which goes remote is assumed to be less

than 0.6. (This is within the operating range of the network.)

The queueing model was generalized to more than two hosts and the5 results were compared to the corresponding simulation output. In this
case, serious divergence occurred when the fraction of remote traffic

exceeded 0.4. This is to be expected, as the simple two-host model

created in IABE77 does not admit to a straightforward realistic

generalization. The literature does not contain a good model of the

Newhall loop with more than two ports.

DLCN

The Distributed Loop Computer Network (DLCN) was designed and is

presently being implemented at Ohio State University.* The design of

this network is documented in a series of papers by Liu, Babic, Pardo,

and Reames. Our description of the network and the associated queueing

models is based upon Reames and Liu, "A Loop Network for Simultaneous

Transmission of Variable-Length Messages" [REAM75], and Babic et al.,

"A Performance Study of the Distributed Loop Computer Networkr" (BAB177].

DLCN has been designed to provide:

1. Simultaneous message transmission between hosts.

2. Transmission of variable length messages.

*In a telephone conversation with the author, Professor Liu, who is
associated with the project, indicated that he expects to have a
prototype network (3 nodes) completed by the end of the summer.
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The network thus combines the advantages of the Newhall network (item 2)

and the Pierce neLwork (item 1). DLCN provides both of these advantages

via a store-and-forward solution. The ring-interface employed to effect

this solution consists of two buffers, an output buffer which is used to

store messages produced locally, and a delay buffer. The delay buffer

stores messages passing through the particular node in question (i.e.,

messages that have destinations further downstream) and inserts messages

from the output buffer into the gaps in between messages on the loop,

as well as the gaps produced by sinking a message at the given node. A

diagram of these two buffers (figure 6) will help explain their operation.

ACTIVE INACTIVE
OUTPUT BTS n-r BITS

DELAY BUFFER

S E K-BIT
] 0 OUTPU r BUFFER

Based on REAM75, p. 11.

Figure 6. Model of DLCN Ring Interface
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We consider first the operation of the delay buffer. Bits arrive

serially at the buffer along the incoming line, one per time unit.

Assume that an on-going t-bit message arrives at times top tit ... , rl

These bits will be stored in the first r positions of the buffer, the

active portion. As the last bit of this on-going message arrives, the

first bit will be transferred onto the output line. In the event that

another on-going message does not appear for another time unit, the

active portion of the delay buffer is reduced by one bit. (Our first-in,

first-out queue is reduced by one customer.) As the gaps between messages

continue to appear, the size of the delay decreases -- approaching its

irreducible minimum, which is one.

In the event a message of length s bits has been assembled in the

output buffer and a gap appears between messages on the input line, the

s-bit message is parallel-transferred into the inactive portion of the

delay buffer immediately adjacent to the active portion. This transfer

occurs under the provision that there are at least s + 1 bits available

in the inactive portion of the delay buffer. The active portion of the

delay buffer now contains r + s + 1 bits, while the remainder of the

delay buffer now constitutes the inactive portion. The extra bit is

used for delaying new, incoming messages. This is the conceptual mech-

anism employed for inserting messages into the gaps between messages on

the input line.

In the event that the length of the message in the output buffer

exceeds the space available in the delay buffer, it does not gain access

to the delay buffer until the active portion is sufficiently reduced.

This tactic clearly penalizes a heavy user of the system. However, the

length of the delay buffer can be a design variable, capable of being

increased to favor certain important users. The basic design trade-off

brought to light is that of balancing the ability to output messages

(achieved by employing smaller delay buffers).
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A more detailed description of the operation of the ring interface

transmitter, as well as several possible hardware implementations of

the transmitter, may be found in REAM75.

Modeling of DLCN

Before the DLCN was implemented, both analytical and simulation

studies of the network were conducted. We intend to focus on the

queueing model because it provides a framework for the modeling of

other ring networks (Pierce, Newhall, etc.). Comparisons of the

analytic and simulation results will be included in our discussion.

We therefore devote this section to a detailed summary of the model,

based on papers by Babic et al. ("A Performance Study of the Distrib-

uted Loop Computer Network (DLCN)" [BABI77]) and Liu et al. ("Traffic

Analysis of the Distributed Loop Computer Network (DLCN)" [LIU77] ).

TWo fundamental points about the DLCN queueing model are:

1. It portrays each node as an (open) Jacksonian network

of queues. (A description of queueing networks may be

found in KLEI76, pages 212 - 236.)

2. It approximates the loop communications subnetwork

as a single-server queue.

Thus, the average time delay for the entire network can be calculated

by computing the time delays at individual (host) nodes via a

Jacksonian model, and determining the loop* time delay based upon the

model Oescribed in LIU77.

For several reasons, the network was not modeled by simply

appending queueing submodels for the hosts onto the model for the

* We risk some semantic confusion by writing "loop" for "loop

communications subnetwork" in what follows.
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loop subnetwork. The most important reason, in the opinion of the

author, is that this approach would have resulted in an unwieldy

number of equations. By employing an expression for the average sub-

network time delay, the authors greatly reduced the complexity of the

model.

Two other difficulties that appear in the modeling of the loop

subnetwork, which also mitigated against this approach, will be

discussed in the next section. Briefly, they are:

*The loop service discipline alternates access priority

to the loop between incoming messages and locally

generated messages.

* A message is simultaneously serviced by more than

one node.

Ultimately, the authors derive expressions for:

e channel and processor utilizations.

e queue lengths at the processors and at the channel.

* network time delay.

In describing their work, we first summarize the model for the entire

network [BAB177] and then we summarize the model for determining the

loop time delay formula [LIU77].

Conceptual Models of the DLCN

Figures 7, 8, and 9 [BAB177], depict the conceptual basis for

modeling the DLCN. It is assumed that interarrival times and service

times are distributed exponentially and that service follows a

first-come, first-serve (FCFS) queueing discipline.
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Figure 7 shows a simplified model of the host and its

relationship to the network.

STERMINALS

MADE BY i OF OTHERR M O

HOSTS 
C1HOST

i
th 

HOST

AD Bi and beRESPONSES TO REQUESTSREQUESTS OF | .,MADE OF i
th 

HOST

HA YOST E REQUESTS MADE OF OTHER

HOSTS (.HOSTS

Based on BABI77, p. 74.

Figure 7. Model of Host Message Flows

As the figure shows, terminals that generate requests and receive
responses tit rate Ai are attached to the i th host. The message streams

AV, BV, and Ci , by which the host interacts with the rest of the network,

are also indicated.

Focusing on the host, we note that it is conceptually divided into

a communications server and a request server (figure 8). The comnuni-

cations server receives requests from terminals, performs preprocessing

functions on the requests and either routes them to the local host if

they can be satisfied locally, or routes them to a remote host if they

cannot. The communications server also receives both local and remote

responses to requests, performs post-processing on them and returns

them to the terminals that made the inquiries.
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ICOMMUNICATIONI

SERVER

SERVER

Based on BAB177, p. 74.

thFigure 8. Model of i Host

Figure 9 shows a detailed flow of messages through the host and

into the network.

In this figure, requests are seen entering the communications

processor (at rate ki) from the terminals attached to the ith host.

Two other streams also seen entering the communications processor

are:

1. Stream Bi, which consists of responses to (remote)

requests made by the i th host.

2. A return stream of responses from the request server

of the ith host.
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Figure 9. Detailed Model of i thHost
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Both of these streams will undergo post-processing and will then be

routed to the appropriate terminals. The communications processor is

depicted as server 2, and processes requests at rate p2i". If the

requests can be satisfied locally, they are passed onto the request

server, represented as server 3. Th :equest server processes this

stream at rate p3i. Stream A., consisting of requests made of the.th

h host by remote hosts, competes with local requests for the

attention of the request server.

In the event that local requests must be satisfied remotely,

they are directed to the loop, which is represented as server 1,

operating at rate pli" This stream competes for the loop with

responses to stream Ai (i.e., responses to requests made of the host).

These two streams are merged to form stream Ci, and delivered to the

4loop. The remote responses to local requests are then returned (after

processing) as part of stream Bi to the communications server, where

they undergo post-processing. After post-processing, the responses

are sent to the appropriate terminals.

The model described above fits neatly into the category of a

Jacksonian open network of queues. Such a network consists of a

collection of (N) nodes with associated queues, each of which behaves

as an independent M/M/l queue (i.e., exponential interarrival and

service times with one server). The nodes in our case will correspond

to host computers. The input rate, di , to node i may be calculated

according to the following equation.

N
di =b i + L rji d,, for i=l1..., N,

j=l

where

bi = external arrival rate to node i. In our case, this

corresponds to the terminals associated with the host.
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r ji =probability of a message being sent from node j

to node i.

An informative surmmary of networks of queues may be found in

KLEI75.

Calculation of Design Parameters

The following flow diagram (figure 10) indicates the approach

described in BABI77 towards the calculation of design parameters.

CALCULATE TRANSITION USE THE TRANSITION PROBABILITIES
TO CALCULATE THE INPUT RATES TO

PROBABILITIES: -SERVERS 1, 2, AND 3 AT EACH NODE

qlj q2i. q3i i FROM JACKSON'S EQUATIONS

COMPUTATION OF SERVICE RATE FOR CALCULATION OF DESIGN PARAMETERS;
THE LINE VIA (PREVIOUS) KNOWLEDGE UTILIZATION

SOF TIME-DELAY FROM LIU77 QUEUE LENGTHS
RESPONSE TIME

Figure 10. Calculation of Design Parameters

The following assumptions and definitions will be employed in

our calculations:

* Assumptions

The following quantities are assumed known.

It is assumed that a fractional traffic matrix F,

defined as follows, is given.
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The f ij' i, j=l, .. N, represent the fraction of requests

generated at the i 
th host which must be satisfied at the I th

host.

4

:..- The Poisson arrival rate ' (i=l, .... N) of requests
from terminals associated with the i host, is

aFsumed known.

The exponential service rates 121 and /3'
(i=l, ... N) for the request and communication

server (servers 2 and 3), are assumed known.

NI

The mean exponential message length Yt

(i=l, ... N) is assumed known.

9 Definitions

From these quantities, one can calculate the following parameters:
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Fl, (i=l, ... N), the fraction of requests

generated at the i th host which are to be

satisfied remotely.

N
4" Fi = Z 

f
"

~j=l i3

j#i

ri, (i=l, ... , N), the arrival rate of requests

to host i from remote sources:

N
U i = L fki Xk"k=l

k#i

With these definitions, the authors are able to proceed with the

first state -- calculation of the transition probabilities.

They first note that the input to server 2 (request server) of

the ith host consists of the following four streams:

e Requests from terminals to be satisfied remotely,

arriving at rate Fix i .

* Requests from terminals to be satisfied locally, arriving

at rate (I - F ) Xi "I

* Responses returning to remote requests made by host i

at rate F i i

o Responses to local requests returning at rate (1 - Fi )X

Referring to the detailed model of the ith host, it is clear that

only stream 2 gors to the third server of host i. Hence,
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q i ) -F i ) A i  1-)F iqli Fiki + (1 F i))Ai + Fiki + (1 Fi).ki 2

To calculate q21' we note that

stream 2 + stream 3
q2 1  stream 1 + stream 2 + stream 3

_ (I - +F i +F

Fiii + (1 - Fi)Xi + FiA.

l+Fi ,

where we liberally interpret streams 1, 2, and 3 as the arrival rates

of these streams.

To calculate q31' we note that the input to the request server

(server 3) consists of stream 2 and stream A

With the transition probabilities in hand, we now calculate the

input rates to the three servers of the i th host, d d21, and d31 as

follows:

[ i 0 (1 -q 1 1 )(I ~ 21 1 -q 3 1 ]

d(i 21 + i)Xi] + 0 q 31 d 21
d0 0 0 [ 31
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Solving the above set of equations, we obtain

dli = 1 + FiXi

d2 1 =2 i ,

- d3 i =a i + (1 - FI)Ai .

This analysis assumes that the structure of each of the hosts is

similar -- that each host consists of a request server and a communi-

cations front end. If the structure of each host differs, the number

of equations will increase.

Computation of the Loop Service Rate
Z-

As was mentioned before, an analytical model of the time delay

in the loop subnetwork was developed in LIU77. Using the results of

this analysis, an expression for the service rate of the loop as seen

by the ith host can be obtained by substituting this expression in

the formula for time delay in an M/M/l queue [KLEI75, p. 98]. This

yields the following expression for the loop service rate

1

Pli = + dli,

where TL = time delay for the loop as derived in LIU77, d - arrival

rate.

Calculation of Parameters

The last box in figure 10 refers to calculation of the three

fundamental design parameters:
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• Utilization of request and communication processors

as well as the loop communication channel.

e Queue lengths at each of these processors.

* Response time, defined ae the time between the arrival

of a request from the terminal at the local communication

server and the delivery of a response to the terminal.

We approach these calculations as follows:

* Utilization. For processors 2 and 3 (request andA!
communication server), the utilizations are calculated

as follows:

U d
Uij P/ij

for i=2, 3, and j=l, ... N. The utilization of server 1

(loop) is calculated as in LI-U77. The calculation will

be described later.

* Q eue Lengths. The average number of messages at the

ith server of the jth host, N1., is given by

N dijNi P=jj d dij

for i-l, 2, 3,and j=l, ... N.

RespnieTime. The average queueing time, Tij, at the ith

server of the jth host is given by

T = 1

ij ij
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for i=2, 3, and j=l,., N. T li has been calculated

before as T L, for all i.

* Using this formula, we can calculate the average response time

th,

for requests originating at the i host to be satisfied at the

host denoted by Tij.

The components of Ti j consist of the following five time delays:

• T2i, the mean preprocessing time at the it host.

0 TL , the mean loop delay time to deliver the request from

host i to host j.

0 T 3,j the mean processing time at host j.

• TL, for the return trip from j to i.

e T21, the mean post-processing time at host i.

Hence,

T = 2(T2i + TL) + T3j"

i
With this expression in mind, T , the average response time for remote

requests from host i, may be calculated as follows:

T(i) I N (ij)=F T fij"
j=l
jol

An expression for T, the average response time for any host, may

also be obtained:
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NFi T iM

~i l
T= N

E FiXi

By similar reasoning, expressions for the average response time

to satisfy a local request at the i th host -- the system-wide response

time for a local request -- may be obtained. Denoting these expressions

by Di and D respectively, we obtain

iDi =2T + T
21 31

and NNM

D - ,4

i=l

The average response time to satisfy any request from the ith

node, TDi) is given by

TD(i) = Fi T + (1 - Fi)D(i).

Hence the average system-wide response time is given by

N Xi TD(i)

TD =
N

i;

These analytical results have been compared with results obtained

from a GPSS simulation of the network. (Details may be found in REAM76.)
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Six hosts were attached to the loop, each host in turn having 50

terminals attached to it. Times and message lengths were assumed to

be exponentially distributed. The capacity of the communication

channel was varied (10, 20, and 50 Kbps).

En order to compare the results of the analysis with the

simulation, several parameters pertaining to loop performance were

singled out and compared vith the simulation results. The parameters

were:

e processor and channel utilization.

e mean system response time and mean response time for

a remote request.

Each of these parameters was plotted as a function of the capacity of

the loop C and as a function of the fraction of requests to be satis-

fied remotely (already designated F). The channel and processor

utilizations were reported to be in good agreement, as were the

response times for high values of C. Some discrepancy did exist for

lower values of C probably due to weakness in the formula for T L

As part of the same simulation effort, a comparison was also

made between the DLCN and the Pierce and Newhall networks [1REAM~76].

Two of the principal quantities of interest in the comparison were

mean total transmission time, defined as time elapsed from message

* generation to removal of the last character of the message from the

loop; and mean queueing time, defined as time elapsed between message

generation and its placement on the loop. Figures 11 and 12 (repro-

duced from REAM76) portray the dependence of these two quantities

upon mean message arrival rate. (A unit of time is equal to the amount

of time required to transmit one character.) Both graphs portray the

DLCN as superior to either the Pierce or Newhall networks.
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Model for Communications Loop

As mentioned in the preceding section, both analytical and simu-

lation work was done to determine a reasonable expression for the time

delay and channel utilization of the DLCN communications loop. The

results are reported in LIU77. With this expression, an expression

for the overall time delay for the network was obtained. This overall

time delay is defined as the time between the arrival of a request

from a terminal at the communications server, and the reception of a

response at the terminal.

The conceptual model employed for the loop interface is shown in

figure 13, reproduced from LIU77.

DELAY BUFFER

*l BUFFER BUFFER

Based on LIU77, p. 73.

Figure 13. Loop Interface Conceptual Model

Three queues are depicted in this model, corresponding to:

1. The Output Buffer of the attached host, which contains

messages with a mean arrival rate of ki/sec, and a mean

message length of 1/ Al"
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2. The Delay Buffer, which receives messages arriving at a

(mean) rate of ywith an average length of 1/ v1

3. The Input Buffer, which has parameters ce, and 1/ 4..

The fundamental assumptions behind the model of the loop inter-

face are:

1. Both the local data source and the message stream relayed

from the input buffer are Poisson processes.

2. The message lengths are taken from a general distribution.

3. The interarrival times of messages and their lengths

are independent.

Although neither of the last two assumptions are realistic, they

are necessary to make the analysis tractable. The third assumption

is the so-called "independence" assumption invoked by Kleinrock in

his modeling of the ARPANET [KLE176, pp. 321-22].

One of the fundamental difficulties in modeling the loop subnet-

work is that it is a queueing system in which the priority alternates

between two message streams -- the local input stream stored in the

output buffer (queue 1), and the queue forming in the delay buffer

(queue 2). As noted earlier, the incoming messages from the remainder

of the loop have priority over locally generated messages until there

is sufficient space in the delay buffer to accommodate a local message.

At this point, priority switches to the output queue. Mathematically,

this condition may be expressed as follows: Messages from queue I

have priority over messages from queue 2 at time t if and only if the

following equation holds at time t,

D k m

j =1

49



where

Si = length of the first message in queue 1.

k = number of messages in the delay buffer.

mj = length of the jth message in the delay buffer at time t.

The loop subnetwork itself is modeled as a cyclic network of

queues, as illustrated in Figure 14, also taken from LIU77.

4.,

a3

N. H
BaO on LIU77, o. 3115-17.

Figure 14. Loop Subnetwork Model

The numbers enclosed by circles represent channels. Preceding

each channel, parameters indicating the average rate(s) of message

arrival to and message deletion from the channel are shown. For

example prior to lhannel i, messages are deleted at a rate of c.

and arrive at rate X
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The second major difficulty in modeling the loop subnetwork is

encountered at this point. Because of the almost instantaneous trans-

mission speed of the loop, messages may be simultaneously served by

two separate channels. For example, the set of characters that com-

prises a message from node i to node j may be partly in the output

buffer preceding node i, and partly in the delay buffer of pre.:ceding

node i + 1. Queueing theory unfortunately assumes that a customer

may be served by only one server at a time. Liu et al. handle this

*problem by approximating the alternating nature of the loop service

with a non-preemptive, head-of-the-line priority queueing system. This

will be discussed at greater length.

Figure 15 presents an overview of the method set forth in LIU77

for calculating the parameters of network time delay and channel

A' utilization.

BASED ON ASSUMED TRAFFIC iLOWS,
COMPUTE Rk, THE NUMBER OF
CHARACTERS/SEC PASSING THROUGH
CHAI!'NEL k

USE THE Rk TO CALCULATE THE
ARRIVAL RATE AT THE ith DELAY
BUFFER (yii) AIND THE AVERAGE
MESSAGE LENGTH AT THE ith

BUFFER (1/ i 1

COMPUTE COMPUTE AVERAGE
CHANNEL UTILIZATION, TIME-DELAY THROUGHOUT

U1 =Ri/CNETWORK

Figure 15. Flowchart for Parameter Calculation
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Starting at the top of our flow chart, we assume that a traffic

matrix Ptj is given. Each entry in the matrix represents that traffic

originating at node i and destined for node j. Pii is assumed equal

N

to zero, and E Pij = 1.
j=l

Our first step is to calculate Rik , the average number of

characters/sec originating* at node i and passing through node k

(on the way to node j, for example).

The average number of characters/sec going from node i to node j

is given by Pij i/,i, as the input process is Poisson by assumption.

Hence an expression for Rik can be obtained as follows:

i-I

i P + i l<k $ N.
P ij=l Pij Pi

i-l

SP., l<i<k - N.
1 i j=l

N

P.jP.I = i< k N.
R ik=  Pij-kl P

i-iXi F, k+l < i:5N.

Pi j=k+l '

xi

JU i=k.

Otherwise.

* Node i represents channel i, and traffic originates at a computer

system attached to channel i.
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These expressions are best understood by referring to figure 14.

Rk can now be calculated as

N
Rk= R k=l, ... N.

i=l k

Proceeding to the second box in figure 15, we calculate the

parameters for the delay buffer, yi and I/v i , as follows. (These

exceptions are useful in calculating the average message delay.)

N

yi U. R..i

j=ljhi

This expression follows from the definition of R.i as equal to

Pi. X j/', since /j Pji l/p. = X. Pj i , and the summation of these

expressions must total to Vi' the input to the delay buffer.

To calculate 1/yi, the authors first define li to be that part

of the traffic passing through delay buffer i which originates at

node j.

Then, R/(R Ai/pi) for j3i,

j for ji

and
N

Thus, I/yi is a traffic-weighted average message length.

Proceeding to the third level of figure 15, we calculate the

channel utilization at node i via the equation

Ui = R iC.
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Finally, we calculate the average message delay in the network.

Our first step is to obtain an expression for the average time delay

Tij between nodes i and j. There are five components in such a delay:

1. Waiting time in the delay buffer (queue 1), denoted by
T (i)

2. Time required to multiplex the message onto the loop,

denoted by T2 (i) This time is simply equal to M/C where

M is the length of the message, and C is the capacity of the

4 line.

3. Time T3 required to check the address field of the message

header at each intermediate node, equal to B/C seconds,

where B is the number of characters in the address field.

4. Waiting time in each of the k intermediate delay buffers,

denoted by T4 (1 + k)

5. Propagation delay for the network, T5. T5 is negligible for

a local network, and is therefore set equal to zero (T5 = 0).

If we assume that there are r - I intermediate nodes between node i,

the source, and node j, the sink, then we have the following

expression for Tij

i) i) r- (i + k)
Tij = TI( + T2 + rT3 + E T4k=l

Ci) r- i

= T M + M/C + rB/C + T (i + k)

k=l
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To find the average message delay, we take expectations of bot'

sides of this equation, and arrive at the following formula:

(i) r- (i + k)
E(Tij) = E(TI  ) + l/PiC + rB/C + E E(T4k=l

Note that E(m) = I in this formula.

To get an expression for the average time-delay T in the network,

, we apply Little's law [KLE175, p. 17] to the above formula, and obtain

T = L E(T1 Ci) + XiiUC + E(T 4 i)) Xi

+ E(r) B/C

where

E(r) = average path length, an expression for which is

N
E(r) (Y + Xl Xi

(See KLE176, pp. 119-28.)

Expressions for E(T M) and E(T ) are missing from this dis-

cussion. It is in providing expressions for these two expectations

that Liu and his associates provide their approach to the problem of

the alternating priorities of their queueing structure. They assume

that locally-generated messages always have priority over incoming

messages, a situation that exists in low-traffic conditions (if the

size of the delay buffer is large enough to hold any message generated

at the node).
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Given the assumption, the queueing structure fits neatly into

the category of a nonpreemptive, head-of-the-line priority queueing

system [KLEI76, pp. 119-123], for which the following formulas apply:

Erl(i) 
W0

(1M
E(T 4 i) = I-p)l- P2).E(

where -2 2Xia d i

2C2 2C

P Xi- + -- and
I .C V. C

2 /1 C

A GPSS simulation was written to verify the assumptions of the

analytic model, the primary quantities of interest being channel

utilization and average message delay. The results of the simulation

indicated good agreement on channel utilization. Under low traffic

conditions (corresponding to a utilization of at most 0.3 or 0.4),

the average message delays are also close. As traffic increases,

agreement decreases as the analytic models provide more conservative

results for the time delays. As mentioned by the authors, Liu et al.,

this discrepancy is no doubt due to:

* Assumption of Poisson arrival rate at the delay buffer

* Assumption of independence of message lengths and message

interarrival times

e Approximation of the alternating priority structure by a

fixed structure.
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SUMMARY

This (ring) section has emphasized discussion of queueing models

for the various major network architectures -- Newhall, Pierce, and

DLCN. With but one exception [KAYE72], the queueing models were com-

pared to simulations of the system under consideration. Agreement

between the queueing model and the simulation was generally good,

iespecially under conditions of moderate line loading. (The general

rule-of-thumb definition for "moderate" is 60% utilization.)

Unfortunately, there appears to be no literature comparing

athese models (simulation or analytic) with the actual systems. People

associated with the DLCN project say they intend to make such com-

parisons in the near future. It is certainly unfortunate that so little

work has been done in comparing models and actual systems as much

could be gained from such work.

It appears that the major difficulty in constructing queueing

models of ring networks is the modeling of the ring subnetwork. The

ring subnetwork must be distinguished from the system, which includes

both the ring and the host processors attached to it. This has been

a difficulty with all the models considered.

There is no comprehensive time-delay model for the Newhall net-

work. A distribution for time delay has been derived under light

traffic conditions [KAYE72], and a time-delay formula developed for

the two-host case [LABE77]. Other results on the network are devoted

to scan-time.

In modeling the Pierce network, Hayes was forced to construct

two separate models for different traffic patterns [HAYE71].

Finally, the modeling of the DLCN encountered difficulties

because of the alternating priorities of the queueing network and the

fact that a message could be serviced simultaneously by two separate

channels.
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In light of all ,hese difficulties, it appears that a reasonable

approach to the modeliig of ring networks would be to simulate the

ring subnetwork, and to employ a (Jacksonian) open network of queues

to represent the nodes. If heavy traffic conditions are not deemed

vital to investigate, then the queueing models already discussed

should prove to be adequate. As they provide conservative estimates

for the time delay under heavy traffic conditions, little will be

lost by employing them. In any event, further research in the

development of queueing models for ring networks would certainly be

of value.
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SECTION 3

BUS NETWORKS

Using a bus as the communications subnetwork is a vc.ry popular

approach to construction of local networks. G. Anderson and

h E. Jensen, in an article for Computing Survey [AINDE75], have created

a taxonomy of the possible communications systems for a network of

4 computers. They characterize a bus network as having its processing

elements (computers, peripherals) attached to a common channel (the

bus). Figure 16 shows their conception of a bus network.

PEU

PE -PROCESSING ELEMENT

Based on ANDE75.
Figure 16. Bus Network

The channel itself is employed in a broadcast mode -- all process-

ing elements "hear" a message. The transmission medium for the chan-

nel can be coaxial cable, optical fibers, twisted pairs, etc. Access

to the network is controlled via some time-multiplexing technique.

As with ring networks, the major advantage of a bus network is

its simplicity. It is easy to add or delete processing elements since

numerous connections do not have to be made with each new addition

(or deletion) of an element. In addition, start-up and modification

costs are low, compared to other types of networks.
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The principal disadvantage of a bus network is the vulnerability

of the network to a failure of the bus itself. However, processing

element failures are not catastrophic. A ring network must overcome

this problem by using bypass units at the nodes.

In the case of either a ring or a bus network, some form of

redundancy in the communication channel is necessary to eliminate the

vulnerability of the systei. to a channel outage.

Performance evaluations of bus networks have centered on evaluat-

ing the access protocols by which the nodes gain access to the bus.

In LUCZ78, E.C. Luczak develops an exhaustive classification of tech-

niques employed in constructing bus networks. The bulk of his paper

is devoted, in fact, to a description of channel access techniques.

Luczak points out that there are three major categories of access

protocols: selection, random access (or contention), and reservation.

We begin with a brief description of each of these categories (based

on LUCZ78) and then proceed with a discussion of models of access

protocols.

CHANNEL ACCESS TECHNIQUES

Selection

Selection techniques are the oldest access protocols. Their use

originated in controlling access to multipoint communications lines as

well as computer buses. The essential feature of a selection tech-

nique is that each node on the network must receive permission to send

its messages onto the network. Until it receives this permission, it

must queue its messages.
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Selection techniques may be centralized or decentralized (distri-

buted). In the case of centralized control, a central channel

controller grants this permission, while in the distributed case,

control is distributed throughout the nodes. The three types of

centralized selection techniques are daisy-chaining, polling, and

independent requests.

Daisy-chaining is a technique employed on internal computer buses.

The PDPll Unibus and the IBM 370 I/O channel both employ this tech-

nique. The signal line is "daisy-chained" through the nodes for the

purpose of selecting the bus master. When a signal reaches a node,

it can become bus master by stopping the signal and then broadcasting

its messages. In the event that its message queue is empty, it simply

propagates the signal onto the next node.

Both the advantages and the disadvantages of daisy-chaining arise

from its simplicity. On the positive side, it is an easy technique to

implement. On the negative side:

0 It automatically imposes a fixed-priority structure.

0 Its select pulses occasion time delays.

0 It is vulnerable to failures in the grant line as well

as the nodal interface.

In polling, a node is selected by being addressed. All nodes

are informed of the next node to be selected. As in daisy-chaining,

a node has the option of becoming bus-master or of refusing control of

the line if that node does not wish to send any messages. The central

controller may question each node in turn, or -- in the event of a

prioritized nodal structure -- it may question them in a sequence

determined by the priorities. This form of polling is often called

roll-call polling.
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Polling may be implemented on any serial channel, and therefore

(unlike daisy-chaining) requires no special grant lines.

In the independent requests access technique, each node requests

control of the bus from the central controller. The controller then

ranks the requests according to their priorities, and selects the

nodes accordingly. This system may be implemented in a variety of

ways. Separate requests as well as separate select lines are one

possibility on a parallel bus. Various time-multiplexing techniques

may be employed on a serial channel for both requests and selections.

On a parallel bus, the independent requests method provides an

efficient approach to the use of dynamic priority schemes. The major

penalty to be paid, however, is the large number of control lines

required for such a system.

Decentralized selection techniques that correspond to the three

forms of centralized control have also been implemented (e.g., decen-

tralized polling). A description of these techniques may be found in

LUCZ78.

Random Access

Random access techniques are characterized by a lack of strict

ordering of the nodes contending for access to the channel. In a

random access technique, a node is free to broadcast its messages at

a time determined by the node without being absolutely certain that

no other node is simultaneously attempting to broadcast. In fact, in

the original implementation of a random access protocol (the ALOHA

system at the University of Hawaii), a node was free to broadcast

whenever it had messages to send.
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There is a great deal of interest in random access techniques

for bus networks, primarily because of the bursty nature of computer

traffic [FCH70]. A random access protocol provides the entire band-

width of the channel to a user, once he gains access to the channel.

Thus, if a small population contends for a channel at any given

instant, a user with a message to transmit is guaranteed access to

the full bandwidth of the channel after a brief waiting period.

The price to be paid for random access is that messages may

collide in transit. Collisions generally result in messages being

rendered unintelligible. Hence, techniques have been developed for

limiting access to the bus (thereby reducing the number of collisions

that may occur) as well as for providing a retransmission sequence for

messages that have collided (collision resolution).

This section continues with a description of random access tech-

niques because of their importance and the great activity in this area.

In presenting a discussion of random access techniques, we rely upon

Luczak's taxonomy of random access protocols. Figure 17 presents

Luczak's tree diagram of access control methods. Examples of systems

employing those access methods are indicated on the diagram.

At the second level, random access techniques are either slotted

or unslotted. In slotted techniques, all nodes are synchronized to a

master clock. Time is subdivided into a collection of equal intervals.

When a node has a message to send, it first subdivides the messages

into packets of equal length (corresponding to the length of the time

interval), which are then broadcast into the slots. If an acknowledg-

ment for the packet is not received after some fixed period of time,*

*

In a dual, unidirectional channel, an acknowledgment may be obtained
by listening to the receiving channel. The signal should arrive after
one propagation delay, thereby providing an automatic acknowledgment.
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Figure 17. Random Access Techniques -- Access Control
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then the packet is assumed to have been destroyed by a collision, and

is rebroadcast onto the network. The ALOHA technique is the epitome

of random access techniques -- if a node has a message to transmit,

it simply does so. To improve its efficiency, a slotted version was

developed (referred to as slotted ALOHA).

Unslotted techniques permit the transmission of variable-length

messages. As indicated by figure 17, there are two major categories

of unslotted messages:

0 Pure ALOHA or "deaf" transmission

0 Carrier Sense Multiple Access (CSMA) techniques.

In CSMA, the sending node listens to the channel (senses carrier)

before (and possibly during) message transmission. If carrier is

V sensed, the transmission is postponed for some period of time. If

carrier is not sensed, the node is not guaranteed that its message

will arrive safely. The message is still vulnerable for a fraction

of the time required to transmit it onto the network. This fraction

of time corresponds to one propagation delay. Since the propagation

delay on a local bus network is considerably less than the transmis-

sion delay, the period of message vulnerability is brief. The

objective of all CSMA protocols is to minimize the number of colli-

sions that occur during this time window.

There are two fundamental facets of a CSMA protocol -- the colli-

sion detection method employed and the channel access technique em-

ployed (referred to as the deference/acquisition technique in

Figure 17). Collision detection, as the name i.*mplies, is the means

by which a node discovers that a message which it has sent has

collided with another message. This can be accomplished by an acknowl-

edgment broadcast by the receiving node (discussed previously) or by

the simple approach of having the node listen to the channel for a
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short time subsequent to message propagation.* This idea forms the

basis of the Listen-While-Talk protocol implemented on the MITRE

bus system. When two or more users detect a collision, they immedi-

ately stop transmitting their message.

In order to understand how a node acquires control of the channel,

one must know what the node does when the channel is sensed busy

(deference), as well as what it does when the channel is sensed idle

(acquisition). We will discuss these access techniques first. The

two major access techniques in a CSMA protocol are persistent and

nonpersistent CSMA. A nonpersistent CSMA protocol may be described

as follows:

A "ready" node (i.e., one with a message to transmit) senses

the channel. Then

1. If the channel is idle, the ready node transmits

its message.

2. If the channel is busy, it reschedules the message

according to its collision resolution algorithm.

(Typically, it pick, a value out of a retransmission

delay distribution.) It then repeats step one after

the expiration of this delay.

The node is called nonpersistent because it does not continue to sense

the channel after it has determined the channel is .

A defect of this approach is that several nodes that have a. eady

been involved in a collision might not broadcast on an idle channel if

their retransmission delays have not expired. This defect led to the

introduction of persistent protocols, in which a node continues to

Twice the message propagation delay suffices to discover a collision.
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sense a busy channel until it becomes idle, and then broadcasts its

message. The obvious defect of such a protocol is that if two nodes

have messages ready to transmit when the channel is busy, the mes-

sages will certainly collide when the channel becomes idle. To

remedy this defect, a category of protocols with random transmission

delays was introduced. Such protocols are called p-persistent

protocols.

In a p-persistent protocol, time is divided into slots of length

equal to the maximum propagation delay.

k 1. If a channel is sensed idle, it broadcasts a p.,-cket with

probability p, and delays one slot with probability (1 -p)

at which point it again senses the channel. If the channel

is sensed busy, it waits until the channel is sensed idle,

and repeats this step.

2. If the channel is again sensed idle in the next slot, it

repeats the first step.

Thus, the p-persistent protocols represent an attempt to use all

idle channels as soon as possible and at the same time decrease the

number of collisions such immediate use might cause.

The probability of transmission (p) is a small number -- typical

values are 0.03 and 0.1.

The last category of persistent CSMA protocols is built around

the concept of nodal priorities. Here the idea is to define delay

times based on priorities assigned to the nodes. If the channel is

sensed idle, a ready node broadcasts its message. If it is sensed

busy, the nodes delay an amount of time determined by their priorities.

A sequence of delays, di, d 2 9 ... , d N(N is the number of nodes)

determines the order of broadcast.
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For a more detailed account of these protocols (as well as other

bus techniques) consult Luczak's paper [LUCZ78].

Reservation

The third major technique for controlling channel access is knownq

as reservation. In reservation techniques, a node transmits a messavf

(or packet) in a slot that has been reserved for its use. In most

reservation techniques, time is "slotted," giving rise to a packet-

switching environment. Figure 18 shows Luczak's summary of the

various reservation techniques according to their characteristics.

bt Examples of systems employing these access methods are shown. As

indicated in the figure, the major distinction between reservation

* techniques is whether they are static or dynamic.

Time-division multiple access (TDMA) is a well-known static

approach. In TDMA, each node is assigned a fixed number of slots per

frame. The slots may be assigned to each node according to its re-

quirements. If the nodal requirements are known in advance, this

results in high channel utilization. On the other hand, if the data

rates are bursty, channel utilization decreases. Digitized audio and

video signzals are applications which benefit from such a static

approach.

In dynamic control, slots are assigned on a demand basis. Thle

two fundamental divisions here are centralized and distributea control.

Under centralized control, the nodes make their requests of a central

controller, which in turn determines the appropriate number of slots

for each node. Distributed control reservation schemes have largely

been proposed for satellite systems, as the large propagation times

involved in such systems would force a centralized controller to make

its decisions on old information.
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Figure 18. Reservation Techniques

69



The two types of centralized control noted in figure 18 are

connection-based control, in which a node requests transmission

capability over a period of time, and message-based control, in which

the node makes a reservation for each message. The original MITRE

bus system, MITRIX I, used a connection-based control system.

Distributed control techniques may be divided into explicit and

implicit techniques, depending on whether a special message is or is

not required to request slots. Explicit reservations are made via

minislots preceding the message slots (reservation subframes) or are

made within the message slot (piggyback). When reservation subframes

are employed, one must decide which access technique to employ, as

well as the width of the subframe.

REVIEW OF CLASSIC MODELS

Here we present a brief summary of the "classic" modeling work

done on bus systems (up to 1976). A more detailed presentation of

this work appears in Leonard Kleinrock's Queueing Systems (Volume 2)

[KLE176].

ALOHA

The original work on the modeling of broadcast communications

systems had its impetus in developing access schemes for satellite

communications channels. The ALOHA system at the University of Hawaii

inspired the first random access protocol [ABRA73]. Under the ALOHA

protocol, if a packet requires P seconds to be transmitted, it will be

vulnerable during a period of 2P seconds, as shown by figure 19.
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VULNERABLE PERIOD FOR ALOHA

Figure 19. Vulnerable Period for ALOHA

Our model of the ALOHA system will be an infinite population

model. Total offered traffic is G packets per transmission period P,

where it is understood that each user contributes an infinitesimal

amount to the total traffic G. Letting S denote the throughput (num-

ber of successful transmissions per P sec), Roberts demonstrated

[ROBE73] that S and G are related by the following equation:

-2G
S = Ge

-2Gwhere e is the probability of successfully transmitting a packet.

We may see this as follows:

The probability of successfully transmitting one packet

= the probability that no other packets arrive during

the vulnerable period 2P. Assuming Poisson traffic,
-2G

this probability = e

If we constrain packets to be transmitted only every P sec, then

we halve the vulnerable period (P sec instead of 2P sec), and obtain

corresponding improvement in the throughput, i.e.:

S - Ge-G
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Figure 20 demonstrates this relationship.

10

0.8 -

ALOHA Channels

0.6 -

C.

0.4

0.2
"1/2,- :- - - - - - -

0
0.01 0 1 0.5 1 10

G (ftired Chinnel Traffic)

From KLEI76. p. 365. Reprinted by permission.

Figure 20. Throughput for Pure and Slotted ALOHA

Note that the peak throughput for pure ALOHA is 1/2e (0.18),

while for slotted ALOHA we have a peak throughput of l/e (0.36).

S. Lam has developed a time delay versus throughput model for

slotted ALOHA. His work originally focused on satellite channels,

but is equally applicable to local broadcast networks [LAMS74].

As in the preceding throughput analysis, we assume an infinite

population model. We define the average time delay T to be the

average time (in slots) until a packet is successfully received. In

our model, a user will broadcast a packet onto the network. If his

packet is destroyed, he will rebroadcast the packet randomly during

one of the next K slots (with probability 1/K for each slot). This

staggering of the packet transmission avoids the situation in which
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two users collide in a slot and then immediately rebroadcast their

packets, thereby ensuring a second (and, in fact an infinite number

of) collisions.

It is clear then that the effect of the number of retransmission

slots K must be incorporated into a formula for the average packet

4 time-delay. Lam's equation for the average time delay T is therefore

where E is the average number of retransmission attempts per packet.

Lam then developed an expression for E in terms of the system

parameters K and G as well as the throughput S. This expression is:

E q

where

q (G/K + -Ge )K _S

and

e (GKeG ) G/ (G eS~~ ~) le

Lam also developed an expression for the throughput S in terms

of q, qt and G, given by

S = G 1 + t
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For a derivation of these equations, the reader may wish to

consult LAMS74 or SCHW77.

Ideally one would wish to solve the equations for q, qt, and S

simultaneously in terms of the system parameters G and K, thereby

obtaining an expression for the time delay T in terms of these param-

eters. This is a difficult task, hence one must settle for numerical

results.

The fundamental relationships among the four parameters T, S, K,

and G are depicted in figure 21. The dotted lines correspond to con-

stant G (offered load) contours. We note that the effect of increas-

ing the number of packet retransmission slots K is to increase

throughput.

Once K is increased past 15, the increase in throughput is

infinitesimal, while the time delay increases precipitously. Fixing

K at any value, we note that the maximum throughput occurs at G = 1.0.

Attempting to increase the channel load beyond this point rapidly

drives up the time delay.

Figure 22 shows an alternate way of viewing this trade-off.

This diagram is interesting because of its constant time-delay con-

tours. One can increase the throughput while maintaining a constant

time delay by increasing K -- provided, again, one does not increase

K too far. An optimal contour relating these three parameters is

displayed in the figure.
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Figure 21. Delay-Throughput Trade-off
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Figure 22. Throughput as a Function of Channel Traffic

Stability Considerations

As may be observed from figure 21 (which portrays the equilibrium

time-delay versus throughput trade-offl, one can find two possible

time delays for given values of S and K. The smaller of the two is

called the channel operating point, because it represents the ideal

point at which to operate the channel in light of the time delay

versus throughput results. The existence of two time delays for a

single throughput suggests that the channel equilibrium assumption is

not valid. To investigate this possibility, Kleinrock and Lam simu-

lated an infinite population model. The simulations revealed the

following behavior: Beginning with an empty system, the channel

proceeds into equilibrium at the channel operating point for a finite

time period, after which stochastic variations in the traffic arrival
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pattern increase the traffic load, resulting in decreased throughput

and higher packet delays. This pattern repeats itself until the

channel eventually drifts into saturation, with the throughput going

to zero.

These observations prompted the realization that the fundamental

trade-off for slotted ALOHA is not time delay versus throughput, but

instead, time delay versus throughput versus stability [LAMS74 or

KLEI75].

In developing a model for this trade-off, Kleinrock and Lam

developed a linear feedback model. The channel state for this model

is portrayed as dependent on two random variables:

i. N(t), representing the total number of busy terminals

at time t.

2. S(t), the combined input packet rate at time t.

If N(t) = n, then S(t) = (M - n)a where M is the number of active

terminals (having a packet to transmit) and a is the probability that

a given terminal will transmit a packet in a slot.

Using this model, Kleinrock and Lam developed an equation repre-

senting the throughput in terms of the parameters N and S. Figure 23

illustrates this relationship. It is important to note that the

throughput S represented in this figure is not the same as the0

equilibrium throughput S. In this context S is the amount of new

channel traffic, i.e., the input. The shaded region represents a safe

region, in which the throughput (S ) exceeds the input, whereas the

unshaded region represents the situation in which the system's capa-

city is exceeded.

77



II

Equilibrium
i/p contour

0 N-

4From KLEI76, p. 378. Reprinted by permission.

AFigure 23. Channel Throughput Rate as a Function

of Load and Backlog

With this in mind, two categories of channels can be defined:

1. Stable channels, in which equilibrium results always

obtain. A finite population of users falls into this

category, provided that a sufficiently high value for

K is chosen. Choosing higher values for K results,

of course, in ._gher time delays.

2. Unstable channels, in which the equilibrium conditions

hold only for a finite period of time, after which the

channel drifts into an overload situation. As already

indicated, the infinite population model is unstable.

To provide a numerical measure of instability, Lam defined the

first exit time (FET) as the time required to exit into the unsafe

region, starting from a zero backlog. With this definition in mind,

it is possible to represent the fundamental time delay versus

throughput versus stability trade-off by figure 24.
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Figure 24. Stability-Throughput-Delay Trade-off

The lower solid line represents the optimal envelope obtained

from the time delay versus throughput trade-off. The three solid

curves represent an infinite population model corresponding to three

different FET values of >1 day, >1 hour, and >1 minute, while the two

dotted lines represent a finite population model (M = 150) with FET

values of >1 day and >1 hour.

As is indicated by these curves, a better time delay versus

throughput performance is achieved at the expense of more frequent

channel overloads. If occasional channel overloads are acceptable,

then the channel need only be shut down and restarted when such a

situation occurs. If this solution is not acceptable, Lam has devel-

oped dynamic control procedures to insure system stability. These

are reported in LAMS74.
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MITRE Cable Bus System

The slotted ALOHA protocol has been implemented on a cable bus

system (referred to as MITRIX2) developed at MITRE. Each user in the

system is attached via an interface unit to two unidirectional cables.

One of the cables is employed to carry data from the users to a

repeater located at the head-end of the system. An outgoing cable

carries the messages from the repeater back to the users. The trans-

mission rate is 7.373 Mbit/sec. Figure 25 is a diagram of this system.

OUTBOUND CABLE

DIGITAL BUS NETWORK

BUS INTERFACE CONTROL BIU USER -BIU USER
REPEATER UNIT (BIU CENTER

iINBOUND CABLE

Based o NEIS77, p, 5-14.

Figure 25. MITRIX Bus Structure

MITRIX2 is a dual-mode system, built to accommodate both high

and low duty-cycle users. Synchronous, high duty-cycle users have

dedicated slots assigned to them while the bursty, low duty-cycle

users are assigned a set of slots which they compete for in ALOHA

f;ishion. Control procedures base' upon Lam and Kleinrock's work are

.rrploved on the ALOHA subchannel. A description of the system may

, l tind in MEIS77a.
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Modeling of CSMA Protocols

As mentioned previously, with CSMA protocols, the users listen to

the channel and wait until it is idle before broadcasting their mes-

sages onto the network. The impetus for a protocol -f this nature

lies in the fact that the propagation delay in a local network is

much smaller than the transmission delay, and one may therefore obtain

up-to-date information about the state of the channel. For example,

if a 1000-bit packet travels over a 10-mile, 100 Kbps channel, one

obtains a transmission time of 10 msec and a maximum propagation delay

-of 0.054 msec. This situation is a great contrast to a satellite com-

munications channel, in which the propagation delays are of the order

of 0.25 sec. Listening to a satellite channel provides information

about the past. In fact, it provides such ancient history that attempt-

ing to employ a CSMA protocol on such a channel would be deleterious,

since decisions would be made on out-of-date information.

An extension of the CSMA protocols has been developed in which

the users continue to monitor the transmission line during their

message transmission and immediately cease transmission upon detecting

a collision. This protocol is called the Listen-While-Talk (LWT)

protocol.

As the two major categories of persistent and nonpersistent CSMA

protocols have already been discussed in some detail, we will simply

restate the algorithms for nonpersistent, 1-persistent, and

p-persistent CSMA in order to refresh the reader's memory.

In a nonpersistent protocol, a ready node (one having a message

to transmit) first senses the channel. Then:
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1. If the channel is sensed idle, it transmits its message.

2. If the channel is sensed busy, it reschedules the message

for some later time, picking a delay time from a retrans-

mission distribution. It then repeats step one.

In a 1-persistent protocol, a node with a message to transmit

continues to sense a busy channel until the channel becomes idle.

Then the node transmits a message.

In a p-persistent protocol, time is slotted into slots of length

equal to the maximum propagation delay. A ready node senses the

channel, and:

* 1. If it is idle, the node broadcasts the packet with

probability p, and delays one slot with probability (1 - p),
at which point it again senses the channel. If busy, it

continues to sense the channel, and repeats this step.

2. If the node is delayed one slot, it then repeats step 1.

Our first category of models is aimed at developing a throughput

(denoted by S) versus offered load (denoted by G) trade-off. In doing

so, we develop throughput equations for S in terms of G and other

system parameters. These equations were developed by F. Tobagi in his

thesis [TOBA74].

In developing these equations, Tobagi assumes an infinite popula-

tion modil gEaerating an average of G packets per P sec. Other

assumptions are:

0 Each packet is of constant length.

0 Each terminal has exactly one packet awaiting

transmission.
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0 The acknowledgment channel is separate from the

data channel.

0 All source-destination pairs are assumed to have the

same one-way delay. This delay is normalized with

respect to transmission time on the channel.

A complete list of the model's assumptions may be found in TOBA74.

The propagation delay is denoted by a, and is equal to d/2

where d/2 is the one-way propagation delay and P is the packet

transmission time.

We develop an equation for S in terms of G for nonpersistent

CSMA to give an indication of the modeling approach employed in

developing the throughput equations for the CSMA protocols. The

interested reader may consult Tobagi's thesis for the remaining equa-

tions as well as their derivations. In LABA78, LaBarre points out an

error in Tobagi's throughput equation for nonpersistent CSMA and cor-

rects it. Hence we present LaBarre's derivation of this equation.

In analyzing nonpersistent CSMA, LaBarre notes that the activity

on the channel may be divided into busy and idle periods. The combi-

nation of one busy and one idle period is the channel cycle.

The following equation from renewal theory enables LaBarre to

calculate the throughput:

5= U

where 
+

U = average time during the cycle in which the channel is

used successfully.

B = average length of the busy period.

I = average length of the idle period.
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To calculate these quantities, we refer to figure 26 [TOBA74].

In this figure, a packet is pictured arriving at time 0. It is

subject to a number of collisions during the first busy period, re-

sulting in an unsuccessful transmission period. The last arrival

occupies the channel for 1 (normalized) transmission delay, and

clears the channel a (normalized) time units later.

UNSUCCESSFUL SUCCESSFUL
TRANSMISSION I-TRANSMISSION,
PERIOD PERIOD

y a

1 1 ----'--4m a .,,- -

BUSY IDLE BUSY
PERIOD PERIOD PERIOD

Basea on TOBA74, P. 55.

Figure 26. Nonpersistent CSMA: Busy and Idle Periods

The busy period is followed by an idle period (mean length l/G)
and is immediately followed by another busy period. In this busy

period, the transmission is successful, hence the length of this

period is 1 + a.

We start with U. The fraction of time during a cycle in which

the channel is used without interference is equal to the probability

that no packets arrive during the first seconds of the packets' trans-

mission. Since we assume an average arrival rate of G packets per
aGd

P sec, the Poisson distribution yields e- . (Recall that a =

To calculate I, we note that the interarrival time must be 1/G

(Poisson process).
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To calculate B, we first define the random variable Y in the

interval (o, a) to be the instant at which the last packet that

collides with our first arrival appears. If there are no collisions

with our first arrival (i.e., a successful transmission), then the

length of the busy period is 1 + a. The average length of the unsuc-

cessful busy period is equal to I + Y + a, where Y is the mean value

hof Y. We compute Y as follows:

The distribution function Fy(y) is given as

F (y) = P (no arrivals occur in an interval of length a - y).
y

e(a-y)G

The mean of this distribution, Y, is given by

Y = a- -eaG

B may now be calculated as follows:

B= P (successful transmission) (1 + a)

+ P (unsuccessful transmission)

• (l+Y +a)

=e-aG(l + a)+ ( e-aG) ( +Y+a
aGa

=1+ ( eaG) + a

85



Substituting values for I, B and U in our throughput equation,

we obtain the following expression for S:

GeaG
S (i + 2a -aeaG ) -( 1 -aG )2

G a- - e +

.4 Tobagi obtains throughput equations for the other CSMA protocols

he defines in his thesis (1-persistent and p-persistent CSMA), as well

as slotted versions of these protocols. The interested reader should

consult Tobagi's thesis [TOBA74] or Kleinrock and Tobagi's article,

"Packet Switching in Radio Channels" [KLEI75b].

LaBarre [LABA78] develops a throughput equation for the nonper-

sistent Listen-While-Talk (LWT) CSMA protocol. His equation is:

-aG
S Ge

G e-aG + a + (1 + aG) 1 - eaG + 1

Figure 27 shows LaBarre's graph comparing the nonpersistent LWT

protocol with the other CSMA protocols.

LaBarre points out that the nonpersistent LWT protocol offers a

10 to 30 percent improvement in maximum throughput for propagation

delays a ranging between 0.01 and 0.05. Tobagi presents a similar

diagram (figure 28) which includes p-persistent CSMA as well as

slotted nonpersistent CSMA.

As can be seen by comparing figures 27 and 28, nonpersistent LWT

has the edge in throughput performance over the p-persistent CSMA

protocols also.
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It is important to note the effect of parameter a on the

throughput of these protocols. Increasing the value of a does not

affect the ALOHA protocols but it does significantly affect the CSMA

protocols. The reason (pictured in figure 29) is that the large

values of a correspond to older information. Hence, decisions on

whether or not to broadcast a packet will be made on incorrect

4- information. (Never trust second-hand information -- it degrades

performance.)

SLOTTED NONPERSISTENT CSMA

0S OPTIMUM P-PERSISTENT CSMA

S-NON PERSISTENT SMA

0.6 - SLOTTED LEIN CSMA
.)

0OP4 
1U 

_ 

PE SITE 
T SM

4

Zw 0.2- PURE ALOHA

0.001 0.002 0.005 0.01 0.02 0.03 0.05 0.1 0.2 0.3 0.5 1

Based on KLEI76, p. 400. Used by permission.

Figure 29. Effect of Propagation Delay on Channel Capacity

We now turn to time delay versus throughput models. Making two

additional assumptions (discussed below), Tobagi develops equations

for the time delay in terms of the system throughput, the offered

load and other system parameters. We present his equation for non-

persistent CSMA, and refer the reader to TOBA74 or TOBA75 for the

equations for the remaining CSMA protocols, as well as their

derivations.
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In order to derive the equation, Tobagi assumes:

1. The average retransmission delay X is large when

compared to the transmission time T.

2. The interarrival times of the point process (defined

4° by the start times of all the packets plus transmissions)

are independent and exponentially distributed.

3. The acknowledgment packets are correctly received with

probability 1. (One might create a separate channel

for acknowledgments.)

4. The processing time required to perform the sumcheck

and to generate the acknowledgment packet is negligible.

Let W be the (normalized) time delay for an acknowledgment packet,

and let be the normalized mean retransmission delay. Then the

expected time delay D must be the sum of:

1. The transmission time, given by 1 + a.

2. The expected delay due to deferring (i.e., sensing a busy

channel). The expression for this mean delay is G H

where H is the amount of traffic the channel attempts

to transmit.

3. The expected retransmission time, given by

[(H - S)/S](l + 2a + W + ). The second term in

parentheses represents the sum of a transmission, an

acknc.wledgment, and a retransmission delay.
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Hence, the expression obtained for D is

D = l+ a+ (H S ) (1+2a+W+ ( G- H)

H may be computed as follows:

where Pb is the probability of being blocked. An expression for

1 -P is given by
b

1+ aG

1 + G(l + a + Y)

It is possible (although difficult) to obtain optimal values of

such that D is minimized for a given value of S. This may be seen

from the fact that G/S is a decreasing function of .

A simulation was performed which presents the basic time delay

versus throughput trade-off but with assumptions I and 2 dropped.

The result of this simulation is presented in figure 30 (for a = 0.01).

The best performance is obtained from the optimal p-persistent

protocol.

LaBarre [LABA78] develops an equation for nonpersistent LWT.

He then uses the analytic delay results to perform the same trade-off.

However, he replaces the p-persistent protocol with the LWT protocol,

and concludes that the LWT protocol is best. His graph is reproduced

in figure 31.
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Figure 30. Time Delay Versus Throughput
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Figure 31. Analytic Delay Results (a = 0.05, = 0.12)

The 1-persistent LWT protocol has been implemented on the MITRE
bus system.

Simulation studies of the system were performed in which the

1-persistent LBT protocol was compared to the 1-persistent LWT protocol

[LABA78]. The results indicated that the LWT protocol has a maximum

throughput of more than twice that of the LBT protocol, and a time

delay of less than half of the LBT protocol for corresponding

throughput values.

Tobagi and LaBarre point out that the dynamic control procedures

developed by Lam for use in a slotted ALOHA channel are applicable to

the CSMA and LWT protocols [TOBA74 and LABA78].
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The LWT protocol has been implemented in three systems:

" Ethernet -- Developed at the Xerox Corporation, Etheret

connects up to 256 communicating computers at

3 Mbits/sec over 1 km of coaxial cable, utilizing

off-the-shelf CATV taps and connectors. A description

of Ethernet may be found in METC76.

0 Fibernet -- Also developed by Xerox, Fibernet makes use of

4optical fibers to connect up to 19 stations at

150 Mbits/sec through 1/2 km of optical fiber. A descrip-

tion of Fibernet may be found in RAWS78.

" MITRE Cable Bus -- A brief description of this system is

given in the section of this paper on the ALOHA protocol.

HYPERCHANNEL -- A CSMA NODAL PRIORITY ACCESS SCHEME

Network Systems Corporation of St. Paul, Minnesota, has designed

a prioritized-access local network, called Hyperchannel.

This network was developed to alleviate the bottleneck caused in

many computer centers when one large computer was assigned the task of

controlling numerous storage devices for the remaining processors on

the site.

In Hyperchannel, each port connects through an adapter (which

performs functions such as buffering, flow control, etc.) to as many

as four coaxial cables, each having a line speed of 50 Mbil/sec. Each

codxial cable can accommodate 16 hosts up to 1000 ft apart. Figure 32

is a diagram of this system, taken from THOR75. For more details, the

reader should consult this paper.

93



A-A085 282 MITRE CORP BEDFORD MA F/B 17/2
U'MODELS OF LOCAL COMPUTER NETWORKS. (U)
APR 80 C TROPPER F19628-79-C-0001

UNCLASSIFIED MTR-3783 ESD-TR-80-111 NL

ED



NETWORK CONTROL UNITSNEWR

ACCESS

BUFFER & CONTROL
LOGIC

t- R --- IOne or more serial trunk,
BUFFER ATTACHPED are connected to conven.
U ff tional parallel devices

DATA through an adapter that

BUFFERconverts the data, checks
for errors, preprocesses

the message. and commune
cates with peripheral con
troller& or processor channels

Ba5ed on THOR 75, P. 81I.
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The access protocol employed by Hyperchannel is described below.

For the it h CIU* we have:

Loop: Wait until message to transmit;

Loop 2: If carrier absent then [transmit message;

if collision then
[wait Di time units;
goto Loop 2] else goto

4Loop]

else [wait until carrier
absent; wait Di time
units; goto Loop]

goto Loop:

0 < D < D < ... < D
1 2 n

Di+ 1 - Di > d

with d representing maximum length path propagation
delay [FRAN77, p. 3].

Extensive modeling of Hyperchannel has been performed. A queueing

model was developed by Franta and Bilodeau ("Analysis of a Prioritized

CSMA protocol based on Staggered Delays") [FRAN77], and a number of

simulation studies have been conducted at the Lawrence Livermore

Laboratory of the University of California [DONN78a, DONN78b and

NESS78]. We will discuss both the queueing model and the simulation

studies and compare their predictions about the system.

Franta and Bilodeau were interested in obtaining an expression

th
for the steady-state time delay suffered by the i CIU in the system,

as well as the steady-state throughput. They based their approach upon

In this description, the adapter is referred to as a CIU (communica-
tions interface unit).
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Tobagi's analyses of both persistent and nonpersistent CSMA protocols

[TOBA75]. This approach is based upon renewal theory [COX62]. A

cycle on the channel is pictured as consisting of alternating idle and

busy periods.

The steady-state throughput is given by

E P U(i)S = [= i] I(i) + B(i)

i

In this formula:

0 i is the state of the system. This state is defined as

a vector with N components where N = the number of CIUs

sharing the channel. The state of each of the N CIUs

sharing the channel may be represented by a 0, 1, or

a 2 -- indicating that the CIU is idle, that it is

blocked,* or that it has started the current busy period.

0 U(i) is the period of time during a cycle that the
channel is conflict-free.

0 B(i) is the length of the busy period.

0 1(i) is the length of the idle period.

Each of these steady-state expressions is derived by obtaining an

expression for the appropriate behaviors, and then passing to the limit.

That is, has a message to transmit, but cannot do so because the

channel is busy. A 1 is also used to denote that a transmission was
initiated by the CIU, but that it will be unsuccessful.
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To obtain the transient expressions for the n th cycle, one must

evaluate two categories of expressions:

. transition probabilities of the form

SP k = J/Xn,ki= i)

where X represents the state of the system at the

th n ,k t
k stage of the nth cycle.

0 time delays that occur between stages of the cycle.

The interested reader should consult FRAN77 for the derivations

of the quantities.

In order to derive the steady-state probabilities P(X = i) that

are used in the throughput equation, Franta and Bilodeau solve the

classic equation for steady-state probabilities in a discrete-time

Markov chain, i.e.,

7TP 7T

Note that this involves solving 2N equations in 2
N unknowns (N = num-

ber of CIUs) -- the authors have chosen the brute-force approach.

Next the authors obtain an expression for the waiting time W. of

the i th CIU, defined to be the interval between the time when the CIU

first makes the transition from the idle state to the busy state, and

the time when it makes the reverse transition.
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W is calculated via the following formula

Wi = 1:Qi (j) R,(j)

j=o

where
th

j = the j busy period,

Qi(j) = probability that j successfully transmits in the
3th busy period following becoming busy,

Ri(J) = length of time between becoming busy and becoming

idle.

After solving the above collection of equations, Franta and

Bilodeau present a number of conclusions concerning the behavior of

Hyperchannel. We begin with their discussion of throughput versus

offered load. Figure 33 is based on an illustration from their paper.

As shown in figure 33, the relationship between throughput and

offered load may be divided into three regions: In the first region,

the throughput increases with increasing load. The idle period on the

channel decreases with increasing load, thus permitting the throughput

to grow. (The utilization and the busy period remain relatively

constant.)

In region two, the idle period can no longer be decreased to

accommodate increasing traffic, as the channel's entire bandwidth has

been used. An increased number of collisions results, and throughput

drops.

98



C

N 3
DA = 0.001

= I 1M.M0. .99 3
C!) = 0.010
oX I OD00. .97 3

+A = 0.10 n

w= I MM.. .8 1-D(i = .10
DIZI = .ZOO~~oI~I = 13

r'"

C/)

"I-

1".-

CD

I IlI IlI f IlIlIlI, 
I  

I , , l 
I  

I I I 
I 

9

0.0 0. I0 2.00 30.0 100.
LORD (N*G) SCRLRR MODEL

From FRAN77, P. 44.

Figure 33. Throughput Versus Offered Load
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Region three contains the apparent paradox of increased through-

put at still higher loads. The explanation for this, however, lies

in the Hypirchannel's priority access protocol. With increased loads,

the CIU with the highest priority dominates the channel to the exclu-

sion of the remaining CIUs.

With respect to time delay/throughput trade-offs, Hyperchannel

behaves in very much the same fashion as other random access protocols

(slotted ALOHA, CSMA). That is, in order to efficiently operate

Hyperchannel, one must search for the "knee" of the time delay/through-

put curve. The highest throughputs once again correspond to the

highest time delays. Consult KLEI76 for a discussion of the

throughput/time delay/stability trade-offs in random access protocols.

A summary of these trade-offs is included earlier in this section.

Simulation studies conducted by Donnelley and Yeh at Lawrence

Livermore Laboratories [DONN78a] are in close agreement with Franta

and Bilodeau's results. Figures 34 and 35 reproduce several perfor-

mance curves from these studies. The simulations were written in

ASPOL, and run on a CDC 7600 computer.

More detailed simulations were conducted by Donnelley and Yeh on

the higher level protocols governing flow control, recovery from

errors, etc. (termed by the authors the level 2 protocols). This work

was continued in DONN78b. In both papers, the authors point out

problems (and suggested solutions) in the level 2 protocol which tended

to negate the good performance of the level 1 protocol. Their major

conclusion is that it is vital to construct the level 2 protocols in

a prioritized CSMA system such as Hyperchannel in such a way as to

complement the level I (trunk access) protocol [DONN78b]. In NESS78,

a second-level protocol is introduced to alleviate some of the problems

uncovered in DONN78a and DONN78b.
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CONFLICT-FREE RESERVATION SCHEMES

All the access schemes discussed so far have been characterized

by messages subject to collision during a certain period of time, with

a resulting loss in throughput. Some schemes have recently been intro-

duced in an attempt to eliminate collisions, and thereby improve system

performance. The salient feature of these schemes is that they employ

some form of message reservation scheme. Time is divided into frames,

which are in turn subdivided into reservation slots and message slots.

As their name indicates, the reservation slots are employed by

each user to reserve space for the packets it must send. (We assume

that messages are divided into packets.) The message slots are used

to accommodate the user-generated packets. Control of these systems

may be either centralized or distributed. In a centralized environ-

I' ment, a scheduler allocates message slots on the basis of the requests,

while in a distributed system, some form of nodal prioritization is

employed.

Other reservation schemes were proposed earlier than those

discussed in this section. Roberts proposed a centralized system for

satellite packet-switching, in which reservation slots were contended

for in ALOHA fashion [ROBE73I. A centralized FDMA reservation scheme

referred to as split-channel multiple access (SRMA) was proposed by

Tobagi for packet radio systems [TOBA74]. In SRMA, two channels are

created: a contention channel for message reservation and a TDMA

channel for message transfer. Both Roberts' and Tobagi's schemes

employ random access methods for message reservations, while the

schemes discussed in this paper employ other techniques to resolve

contention for message reservation.

We discuss four schemes in this section. The first, the mini-

slotted alternating priorities (MSAP) scheme, was developed by Kleinrock
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and Scholl at UCLA. It is used in a decentralized environment and is

especially effective for a small number of buffered users (550). A

discussion of a family of protocols closely related to MSAP is also

presented, as they provided the motivation for MSAP's development.

The MLMA (Multi-Level Multi-tccess) protocol, developed at IBM

(Zurich) is discussed next. This will be seen to be related to MSAP's

precursors. MSAP is intended for use in a distributed environment.

The third protocol to be discussed will be the GSMA (Global

Scheduling Multiple Access) protocol, developed at IBM's Watson

Laboratories. GSMA employs a centralized scheduling mechanism.

The last protocol discussed is the DYN (Dynamic Reservation)

protocol, suggested by Kleinrock. DYN is intended for use in a dis-

tributed environment, and is shown to be particularly effective in a

heavy traffic environment.

MSAP

Our description of MSAP (mini-slotted alternating priorities) is

based upon a paper by Kleinrock and Scholl [KLEI77a].

MSAP grew out of an attempt to provide good delay performance for

a small number of users ( -20) at higher traffic loads. The CSMA pro-

tocols tend to provide good delay performance at low loads, but

performance degrades at higher loads as a result of the increasing

number of collisions. At the other extreme, one finds the fixed

assignment systems of time-division multiple access (TDMA) and fre-

quency division multiple access (FDMA), which are suitable for high

traffic levels but perfon,. poorly at lower traffic levels.

A family of three protocols was developed that solved the above

problem. Known as the Alternating Priorities (AP), Round Robin (RR),
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and Random Order (RO) protocols, they all use carrier sensing in the

following manner.

Time is divided into frames, as indicated in figure 36.

* CARRIER CARRIER MODULATED
ONLY BY DATA

171 .. I INFORMATION PACKET7*
I~~I ___ ~(N1) _ _ _ _ _ _ _

[JMINISLOTS
Based on KLEI77, p. 22.1-106.

Figure 36. Slot Configuration in AP, RR, and RO

The minislots serve as reservation slots for the users. Each slot has

a duration equal to the maximum propagation time ( 7-). The nodes are

arranged in some sequence in which they may broadcast. If a node wishes

to broadcast a packet, it simply sends a signal on the line. If it does

not wish to broadcast, it remains silent. Hence, after a duration of 7r

sec, all the nodes are aware of this particular node's intentions. In

effect, the token (i.e., control of the line) is passed to the next

user in the form of silence.*

As shown in figure 36, "space" is provided for one packet. followed

by a slot of duration 7 in which the packet clears the line.

* The scheme is clearly similar to hub polling, in which control passes

from user to user [SCHW77], with the major exception that in this
case the control is decentralized.
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Following Kleinrock and Scholl, the access scheme(s) may be

formally characterized as follows:

The N users are ordered in each slot by the priority rule
which characterizes the protocol. For all priority rules
(and thus for all protocols) the N users are synchronized
as follows in each slot:

1) If the highest priority user is ready, he need not
sense the channel. He synchronizes his packet's

transmission as follows:

(i) At the beginning of the slot, he begins trans-
mission of the carrier (with no modulation).

(ii) (N-1) minislots later he transmits his packet.

Otherwise (if he is idle) he remains quiet
until the end of the slot.

.r2) If the ith user in priority (1<i5N) is ready, he
senses the channel for (i-1) minislots.

(i) If no carrier is detected afte Fh(i-l) minislots.
then at the beginning of the i minislot, he
transmits his carrier and (N-i) minislots later,
he transmits the packet.

(ii) Otherwise (idle user or carrier detected earlier)
he waits for the next slot and the process is
repeated (with a possibly different priority
order).

Under all protocols, a slot is unused if and only if all

users are idle. [KLEI77a, p. 22.1-106]

We also present Kleinrock and Scholl's descriptions of the

priority structures which determine the order of transmission.

In the AP (Alternating Priorities) protocol, the N users are

ordered according to a fixed sequence, i=l, ... ,.N. Then...

1) Assign the slot to that user (say user i) who
transmitted the last packet. If user i is ready.
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he transmits a packet in this slot. Otherwise
(if there are no more packets from this user),

2) Assign the slot to the next user in sequence
(i.e., user Ci mod N) + 1).

(i) If this next user is ready, he transmits a
packet in this slot, and in the following
slot, operate as above.

(ii) If this next user is idle, then repeat step 2
until either a ready user is found or the N

4 users have been scanned. In this latter case
41 (all users idle), the slot is unused and in
*1 the following slot, operate as above. (The

following slot is assigned to user i.)
[KLE177a, p. 22.1-107]

In the RR (Round Robin) protocol, users are assigned slots in

cyclic fashion. As in TDHA, each user is pre-assigned one slot in a

Round Robin (i.e., cyclic) fashion according to a given sequence of

say, (1, 2.....N, 1, 2,..

1) If the user (say i) to whom the current slot is
assigned is ready. he transmits a packet in this
slot.

2) Otherwise (user i idle) assign the slot to the
next user in sequence (i.e., user (i mod N) + 1).

Mi If this next user is ready, he transmits a
packet in this slot.

(ii) If this next user is idle, then repeat step 2
until either a ready user is found or the N
users have been scanned. In this latter case
(all users idle), the slot is unused.

3) No macter who uses the current slot (assigned to
user i), the next slot is assigned to user
(i mod N) + 1. [KLaE177a, p. 22.1-107].

The RO (random order) protocol assigns priorities to the nodes

randomly. Each user generates the same pseudo-random permutation of
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the digits 1, ... N in order to determine which node has access to

the next slot. A new user is chosen in this manner irrespective of

who had use of the last slot.

Kleinrock and Scholl developed models to evaluate the channel

capacity (maximum channel utilization) as well as the time delay/

throughput trade-off. In addition, they compared the performance of

* -these three protocols and the performance of other access methods

* (CSMA, TDMA, and polling). A brief sumnary of these models is followed

by an evaluation of the three protocols.

Channel Capacity

Since N rsec are lost each frame, the channel capacity C of all

three schemes is given by

1
C l+Na

From this equation, it follows that the capacity of these protocols

will be large if either the number of users (N) is relatively small

(N = 10) or if the value of a is small (0.001). If for example,

a = 0.001. then the capacity will be more than 90 percent for N < 110.

More details may be found in KLEI77a.

Packet Delay

All three schemes may be modeled as M/D/l* priority queueing systems

with a rest period (corresponding to the reservation slot). The total

packet input rate is denoted by A packets/sec. It is shown in SCH076

that for equal input rates X, = A/N, i-1, .... N, the delay is given

by

*M/D/I indicates Exponential arrivals/Deterministic Service/one server.
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D+ 1 for i=l. N,
1 2(1 -p)

where p =(1 + Na)P is the total normalized input rate (packets/slot).

Hence the delay is independent of the protocol chosen in the equal

input case.

Because the derivation of a delay formula in the case of unequal

inputs is difficult, simulation was employed to obtain a better picture

* of the delay/throughput performance of the three protocols. The con-

clusion reached as a result of the simulation was that there was very

little difference in the mean delay/throughput performance of the

three protocols, and that there was only a small difference with

respect to the variance.

The delay/throughput performance of the AP, RR, and RO protocols

was compared to the performance of several other access schemes - -

CSMA, TDMA, and polling. The results are illustrated in figures 37

and 38. For a discussion of the models employed for the various access

schemes in obtaining this graph. the reader is referred to SCH076 or

KLE177a.

Figure 37 illustrates that when there are a small number of users

(N = 10) reasonably close together (a = 0.01), AP, RR, and RO perform

better than CSMA in a high-traffic environment. For a larger number

of users (50), the performance profile changes a great deal, as

indicated by figure 38.

In summarizing the results of their analyses, Kleinrock and Scholl

make the following points:

1. For a small number of users, AP, RR, and RO provide

a good channel capacity and a delay/throughput

performance comparable to polling or CS SRMA (figure 37).
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2. For sufficiently small a (e.g., a = 0.001),

that is, when the users are sufficiently close

together, the number of users can be reasonably

large (50) without significant performance

degradation. For larger a (e.g., a = 0.01),

the performance degrades with the number of

users, as indicated in figure 37.

It is clear from examination of the three protocols that a certain

amount of channel time is consumed during the reservation portion of

the frame. In order to reduce this time, the authors developed the

MSAP protocol. The feature which distinguishes this protocol from AP,

RO, and RR is that a user begins his transmission in a packet slot

immediately after indicating that he has something to transmit in a

reservation slot. The users are assigned a priority structure as with

the preceding three protocols. The protocol obeys the AP structure

(i.e., the last user to transmit retains control of the channel if

his buffer is not empty. More formally, the protocol operates as

follows. Assume that user i is the last user to transmit a packet.

By carrier sensing, at most one (mini-)slot later, all users
detect the end of transmission of user i (absence of carrier);
in particular, so does the next user in sequence (user (i mod N)
+ 1. Then

(i) either: User (i mod N) + 1 starts transmission
of a packet; in this case, one slot after the
beginning of his transmission, all others detect
the carrier. They wait until the end of this
packet's transmission and then operate as above.

(ii) or: User (i mod N) + 1 is idle; in this case,
one slot later, all other users do not detect
the carrier; they know that it is the turn of
the next user in sequence, i.e., user (i mod N)
+ 2 and operate as above. [KLE177a, p. 22.1-109].
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Figure 39 illustrates MSAP's operation. In this example, two

slots after user 3's transmission, user 1 gains control of the line as

he detects that user 4 is idle. User 1 then transmits three packets,

and is followed in turn by users 2 and 3. This example underlines

the fact that the overhead for MSAP is significantly smaller than

that of the AP, RR, or RO protocols. The only time lost on the channel

under MSAP is one minislot due to switch-over from one user to another.

This is in contrast to the family of three protocols, in which N

(number of users) minislots are lost at each packet transmission.

p

--- - TIME

USER 3 14 121 2 133

©D 3 1411 1 11 1 1

1411 1 1 1 2 2 3

11

USE 3 4:11 1 11 1 1 121 2 1313

Based on KLE177, P. 22.1-109.

Figure 39. MSAP, Four Users

In order to obtain an equation for the time delay, we note the

similarity of MSAP to roll-call polling [SCHW77]. The difference

between the two schemes is due to the larger change-over time between

two users in polling. In roll-call polling, this change-over time

equals the polling message transmission time ( 1 slot), plus twice
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the propagation time between the user and the central station.

Kamheim and Meister's results on roll-call polling may then be applied

by simply setting the polling time equal to 1 slot in their equation

[KONH74]. The expected packet delay T is then given by:

T= 1+ 2(1 S + a( - -(l -)( + 1 S )
2l-S) 2 N I S

f Iwhere S is the throughput, measured in packets generated per trans-

mission time P.

By way of making a comparison between MSAP and other access

methods, Kleinrock and Scholl provide the following graph (figure 40).

In this figure, it is assumed that there are 50 users (N = 50) and

that a = 0.01.

10 5

a = 0.01
- N =50

'" POLLING
O LL ING

O 4 (r = 3)
CS SRMA

• 

-i (T=0.01)

-

X MSAP
0 CSMA

e PERFECT SCHEDULING (M/D/1)
1

0 0.2 0.4 0.6 0.8 1

S
Based on KLEI77, p. 22.1-110.

Figure 40. Time Dolay Versus Throughput
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As figure 40 illustrates, CSMA performs better than MSAP at

light traffic loads, while MSAP performs better at higher loads.

Because the difference in performance of the two protocols at light

loads will not be great, MSAP is a better overall choice than CSMA.

It is clear from the comparisons made thus far that the appropriate

choice of an access protocol is very much dependent on the environment

in which it is used. For example, under light traffic conditions with

a large number of users, the preceding conclusion is reversed. Hence,

the authors provide a series of graphs for comparing the various proto-

cols. The graphs display the best protocol (lowest time delay) at a

given throughput for different values of N and a (a is the normalized

propagation delay). The first graph (figure 41) displays this trade-off

for the light traffic case (S = 0.3).

1000

100 - SLOTTED
ALOHA

3.60
N

2.04

10- MSAP 3.60

S= 0.3
TM/D/1 1.21

TDMA
"'1 I III

10- 4  10- 3  10- 2  a 10- 1 1 10

Based on KLEI177, p. 22.1-110.

Figure 41. N Versus a (S = 0.3)
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We note that four regions are delimited in which each of the

protocols indicated provides the lowest delay. For a large population

of users, random access techniques provide the best performance. As

the value of a increases, the performance of CSMA degrades below that

of slotted ALOHA. MSAP is the preferred choice for a small- to

medium-size population that is not widely dispersed (a < 0.6), while

TDMA provides the best perfor'mance for a small population that is

widely dispersed.

Figure 42 illustrates the heavy traffic case of S = 0.6. Note

that at heavier traffic loads, MSAP is to be preferred over CSMA

even for a large number of users. When the users become widely dis-

persed (a ; 1, i.e., propagation time approximately equal to transmission

time) TDMA is the preferred choice. The numbers on the boundary lines

of the figures are the ratio of the time delay of the protocol to that

of perfect scheduling, i.e., an M/D/l queue.

1000
1.41

S = 0.6 CSMA
TM/D/1 = 1.75

2.16
100 1

TDMA

N

MSAP

10

10-4  10- 3  10-2 a 10- 1  1 10

Based on KLEI77, p. 22.1-110.

Figure 42. N Versus a (S = 0.6)
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MLM&

MLMA, short for Multi-Level Multi-Access Protocol, was developed

at IBM's Zurich Laboratories by E. Rothauser and D. Wild. They des-

cribe this protocol in a paper, "MLMA - A Collision-Free Multi-Access

Method," [ROTH77], which forms the basis for this discussion.

The scheme is similar to Kleinrock and Scholl's AP, RR, and RO

protocols in that it breaks a time frame into reservation minislots
and message slots. The presumed environment for MLMA is one in which

the number of users is large, but the average number of requests for

channel time is small. Following the reservation frame is a message

frame that consists of a variable number of packet slots, one for

each reservation made in the reservation frame.

Figure 43 is a diagram of the message frame. In its simplest

implementation, users request packet slots via a "one out of I' code,

where N is the number of users -- ie., each user sets his bit to one

in order to request packet slots. As this scheme clearly becomes

inefficient for large N, the authors extend their scheme to a multi-

level code, which operates as follows. Let S be the base of a number

system (e.g., S = 10), then any requestor's address R. may be

represented as:

mn-l

R.= C.S j .
3 j=o0

2 1 0For example, 101 = 1 (10) + 0 (10) + 1 (10)

The coefficients C. (= 1, 0, 1 in the above example) are transmitted
LI

in each request subslot. Rothauser and Wild give an example in which

they claim that for N = 1000 terminals, and S = 10, the length of the

request slot can be shrunk from 1000 bits to 30 bits. In order to
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Based on ROTH77, P. 432.

Figure 43. Structure of the Message Frame

circumvent the problem of multiple requests (e.g., from terminals 013.

016, 522, and 579), the number of request subslots actually employed
must be increased. Figure 44 (taken from ROTH77) illustrates both the

problem of multiple requests and the authors' solution to it.

We assume requests from terminals 013, 016, 522, and 579 as above.

Figure 44 illustrates the process of identifying the requesting

terminals (a multilevel tree).

9 5 0

99 2 0 9 63 0

Basedon ROT477,P. 432.

Figure 44. Three-Level Tree of Requestor Addresses
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After the first request subslot, all users are aware that several

terminals which have an address starting with either 0 or 5 are request-

ing space to broadcast (the exact number of requesting terminals is

unknown at this point). The terminal(s) that have inserted the highest

bit (5) in the first subalot are then requested to place their second

bit in the next request subslot. Bits 7 and 2 are then set as a result

of this request. Repeating this procedure, the next two subslots are

employed to differentiate between the last two digits of the addresses

572 and 579. As indicated on the diagram, only three slots are required

to differentiate between Lerminals 013 and 016.

Assuming no multiple requests, one may obtain a simple relationship

between the number of terminals N, the number of levels in the system

N, and the length of the request subslot X, as follows:

N = X
n

Under the same hypotheses the channel utilization CU may be computed

as follows:

P
CU = P

nrVN + P

where

P = packet length,

/N = X, the number of bits in a request subslot,

= next largest integer.

The expression in the denominator includes n • [ n/ N as the overhead
for each message slot. On the basis of this formula, Rothauser and

Wild obtained curves such as those shown in figure 45 in order to

determine the appropriate number of levels.
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Figure 45. Channel Utilization Versus Number of Terminals

(Packet Size = 1000 Bits)

In deriving a time delay equation, the authors simplify the

problem by neglecting (1) the size of the request slot on the grounds

that it is smaller than the message slot, and (2) prioritization

among terminals. The result of this simplification is ideal -- an

M/D/I queueing system, in which the average packet delay is given by

P
2(1 -p)

with P as the offered traffic.

The authors also compare their protocol with several others via

the time delay/throughput trade-off displayed below (figure 46).
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Figure 46. Packet Delay Versus Throughput

GSMA

GSMA (Global Scheduling Multiple Access) was developed by

Jon Mark at IBM's Watson Laboratories [MARK78].

The feature that distinguishes GSMA from the other protocols

introduced so far is the fact that it is centrally controlled. As

with the systems already discussed, time frames are broken up into

reservation and message slots, (called status and data slots by Mark).

A diagram of a typical message frame is presented in figure 47.

The ith user is assigned a status slot si bits long, which he

uses to indicate how many packets he has in his buffers, as well as

his priority status. Mark assumes that the status slot is used solely

to provide information as to the number of packets awaiting transmission.
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Hence, each user can report a total of 2 -I1 packets to the central

scheduler. The scheduler accepts reservation requests, and informs

each user of its place in the broadcast line.

The system, as Mark points out, may be thought of as consisting

of a single server serving each user in cyclic fashion. At the start
othjth
of the j frame, the user reports the number of packets that have

arrived during the (j - 1) st frame in his status slots, in addition

to sending the packets he requested space for in the (j - 1)st frame.

- GSMA operates with two different formats (for the status slots)

-- GSMA(s) and GSMA(m). In GSMA(s), each user has a status slot of

one bit, while in GSMA(m), each user has an m-bit status slot.

Mark has developed expressions for the channel utilization as

well as for the time delay of GSMA(m). He assumes independent arrival

processes at each node (and for each individual frame) that are

governed by identical distributions of the form

fi(k) = P(xi. = k),

where x is the number of data units arriving at the ith user during

the j frame. Then an expression for ni , the number of packets
t h1 '  th

that remain to be transmitted by the i user during the j - frame is

given by

ni'j = ni,j- + xi j i', ... , M,

where q ij-I is the number of packets transmitted during the (j - I)st

frame. A constraint upon this equation is that

qi : ni i...., M, j=l.
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This equation of the processes' evolution is unfortunately

non-Markovian in nature (the transition probability is dependent upon

the history of the process). Hence, using Kendall's approach [KEND53],

Mark employs an embedded Markov chain to develop his queueing models.

Letting r., j=l, ...,oo represent the instants in time at which
* J

the frames commence, Mark defines the cycle time t. to be

ST . - 7' j=l, .

Since ni,j+ 1 depends upon n it follows that t i,j+ depends upon
t i,j . Noting that Konheim investigated a similar system [KONH76],

and discovered the influence of this dependency to be negligible,

Mark makes the assumption that the set of cycle times ti, j=l, ... ,oC

is independent, and therefore the set (7) forms an embedded Markov

process.

In developing an expression for the channel utilization, the

following expression for the average number of customers L is used:

M

i=l

where qi is the mean number of packets reported by the ith user,

given by I
_ 2si-l
qi =  k Pqi(k)

k=O

Pqi ( is the probability that q, = k.
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The channel utilization for GSMA(m) is then given by

L3 'P
CUGSMA(m) = M

L i+ .P
i=l

4 th
Expressions for the i user's mean queue size and mean time

* delay are also derived. (As usual, the expression for the mean time

delay is a consequence of Little's theorem.) As these expressions
are rather cumbersome, the reader is referred to Mark's paper.

Comparing GSMA(s) time delay/throughput performance to that of

Synchronous Time-Division Multiplexing (STDMA), polling, and finally

to perfect scheduling, yields figure 48. In developing these curves,

Mark assumed equal arrival rates at all of the nodes. The curves for

STDMA and polling are based upon analytical results developed by Lam

[LAM76] and Konheim [KONH74].
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Figure 48. Packet Delay versus Throughput
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DYN

Kleinrock suggests the Dynamic Reservation scheme (DYN) in his

paper, "Performance of Distributed Multiaccess Computer-Comunications

Systems" [KLEI77b]. His purpose in developing this access scheme was

two-fold:

1. To create a scheme capable of good performance at

high traffic levels (better, for example, than MSAP).

2. To create a scheme whose behavior does not depend

heavily on how widely the users of the system are

dispersed.

His description and analysis of this scheme is cursory, and is, in

his own words, "basically intended to illustrate that dynamic control

schemes do exist which have rather efficient behavior in the heavy

traffic" [KLEI77b, p. 550]. Hence, only a brief summary of the scheme

and the attendant analysis will be presented.

Under this protocol a channel of capacity C is divided into a

reservation channel of capacity CR and a data channel of capacity CD.

The capacity C of the channel is therefore given by C = CD + C . Each

user sends a brief message over the reservation channel and thereby

gains control of the data channel until he is finished. Service on

the data channel is first-come first-served. The reservation channel

operates in a TDMA mode. Since it is a broadcast channel, any activity

on the channel indicates a desire to transmit, and a one-bit message

is all that is required to reserve the data channel.

Kleinrock develops an expression for a packet's average time delay,

defined as the average time from the time the packet is generated until

it is successfully received. The time delay is measured in packet

transmission times -- i.e., one divides the actual time delay by-_L,
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where b is the packet length, and C is the channel capacity. The

time delay is also defined as a function of load S on the channel,

equal to X where A is the sum of the arrival rates at the users.

The formula developed is the sum of three terms:

1. The reservation time required, shown to be equal to
M + 2)C , where M is the number of users, b is: 2bCR

R
the packet length in bits, and C is the capacity

of the reservation channel.

2. The transmission delay on the data channel shown to

result from an M/D/1 queueing system [SC11076]. This
(2 - SD)C

is equal to 2CD(where S is the load on

the data channel and CD is the capacity of the data

channel.

3. The propagation delay a on the channel.

The normalized response time, TDYN (S) is therefore given by

_(+ -SD)C

T (S) (M + 2)C + + a.
DYN 2bC R  2CD(1 - S)

Expressions are developed for CR and CD by first developing an

upper bound for the load placed on the data channel (denoted by 0)~SC
and then employing the definitions C = CR + CD S =- and

'D CD

S = The expression developed for a is

o= 2AM(G - Sn)

R2D
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The expressions for CR and CD are substituted into the above

expression for T DYN(S), resulting in

T (S) = 1 ( b + 2M 1 M + 2 )+(2 - S)Or, + 2MS +aTDYN(S) = 2(1 - S) ( b I1 2M ab + 2MS + a.

This value optimizes TDYN(S) because S-l (the heavy traffic case) is

obtained by first taking the limit of the above expression as S-.1,

and then differentiating the result with respect to G. To obtain the

heavy traffic behavior of the protocol, it suffices to substitute the

value obtained for a 2 into TDYN(S) and take the limit
j(M + 2) 2

of TDYN(S) as S -. This yields lim 2(1 - S)TDYN(S) = (1 (M + 2)S +-2)DN S_1 Dl b

From this expression we note that the heavy traffic behavior of

DYN is very good, as illustrated by figure 49. Meff in this figure

25

20

M = 1000

15-

10

5- M= 10 M= 100
b. = 1000 b =1000

0 0 0.2 .4 0.6 0.8 1.0
S

Based on KLEI77b. p. 551.

Figure 49. Performance of the Dynamic Reservation Scheme
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is the ratio of T DYN (S) and TMD/l (S) (perfect scheduling) and M is

the number of users.

The performance of this dynamic scheme (as illustrated by

figure 46) is excellent unless the number of users (M) far exceeds

the packet length. it also outperforms MSAP provided that a critical

value for a is not exceeded [SCH076]. DYN and MSAP, as well as other

protocols, are compared in the summary section of this paper.

THE URN SCHEME (AN ADAPTIVE SCHEME FOR MULTIPLE ACCESS)

The Urn scheme is an adaptive scheme for distributed multiple

access to broadcast systems. It varies from slotted ALOHA at light

loads, to an asymmetric scheme at intermediate loads, and finally

results in time division multiple access (TDMA) at heavy loads. It

was developed at UCLA by Kleinrock and Yemeni and reported in "An

optimal Adaptive Scheme for Multiple Access Broadcast Communications,"

[KLE17 8].

Operating under a distributed control environment, the scheme

* assumes that each user knows how many users are busy at the beginning

of a time slot. Methods for gathering this information will be

summarized later. We commence with a summary of the access scheme

* assuming that this information is available to each user.

An example of how the scheme works serves to illustrate the

general solution to the problem. We assume two users (N = 2), and

first consider the case in which one is busy (n = 1). If both users

are given access rights (symmetric transmission policy) at the

beginning of a slot, then one will broadcast and the other will not.

A symmetric policy is not always ideal, as is shown by the case

of two users, both busy. Giving each equal transmission probabilities

(0.5) results in a 0.5 throughput, as only two out of the four possible
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outcomes of this policy can produce a successful transmission. Hence,

it is better to allow only one of the users to transmit with probability

Yemeni, in his thesis, "On Channel Sharing in Discrete-Time Packet

Switched, Multiaccess Broadcast Communication" [YEM178] proves that the

optimal strategy for assignment of access rights is asymmetric -- i.e.,

several users should be allowed full access rights, while the remain-

der should be allowed none. This is in contrast to symmetric policies,

in which each user has equal access rights.

The model upon which Yemeni's scheme is built is the classic

probability situation of drawing colored balls from an urn (hence the

name of the scheme). The traditional colors of black and white are

chosen to represent the busy and idle users. The urn contains N

(number of users) balls of which n are assumed to be busy. If k balls

are drawn from the urn, then the probability of a successful trans-

mission is the probability of drawing one black ball from the urn.

This is given by the hypergeometric distribution as

(k) (Nik)

It can be shown that this probability is maximized when k=
Ln.

where Lx] is the integer part of x. This model is generalized in

YEM178.

When there is only one busy user (n = 1), the above formula implies

that k = N -- that is, all the users have full access rights (although

only one user will make use of them). This is essentially slotted ALOHA.

As the load (n) increases, k decreases, allowing fewer users access to
Nthe channel. When n > 2 only one user is allowed access (k = 1),
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and we have a TDMA scheme (random TDMA if the sampling is random, and

round-robin TDMA if it is without repetition). Hence, when traffic

is light, a small amount of channel capacity is lost due to collisions

as the scheme operates in a slotted ALOHA mode. However, as the traf-

fic load increases, collisions are gradually eliminated, thus

maintaining a high channel utilization.

Kleinrock and Yemeni suggest a scheme for estimating the number

of busy users. The scheme consists of a binary erasure reservation

subchannel that may be implemented via a minislot at the beginning of

each data slot. An idle user that turns busy sends a message of a

few bits in this slot. Each user is assumed able to detect the pres-

ence or absence of a reservation as well as an erasure (resulting from

colliding messages). Simulation studies show that assuming there are

always two users involved in a collision is an effective way of

estimating the number of busy users.

The specific k users that actually get access rights at any given

instant can be selected by a variety of means. For example, the same

random number generator that selects k out of N users may be employed

by each user. The authors suggest a scheme they call a "window scheme,"

which reduces k when collisions occur.

Both analytic and simulation studies were conducted on the

performance of the urn scheme. Its performance was compared to that

of:

1. Optimally controlled slotted ALOHA (transmission
1

probability =
n

2. Random TDMA.

3. Perfect scheduling.
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Assumptions for both models include:

1. Arrival distributions are time-independent and

arrivals occur independently of the slots.

2. Service mechanisms are time-independent, and are

independent of the arrival process.

In order to determine an expression for the time delay of the

system, a model was first constructed for the number of busy users

in the system. Its transition equation is representud below.

07 r 7 Oo,1 10 a t0.. = ..0 T1  1 02  N0-
0 1 V2 N+

0 1 N

0 12

0 0

0I

N N
0 I

where

7rn = equilibrium probabilities. I
, n . transition probabilit!.es.
i

Solving these equations and then employing Little's theorem, the

authors obtain the following curves for the delay/throughput perform-

ance (figure 50) and for the input/throughput rate performance

(figure 51).

Simulation studies have provided confirmation for these graphs.
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Figure 50. Delay-Throughput Comparative Analysis

1.0
PERFECT
SCHEDULING

N =10

0.8 URN
SCHEME

TDMA

0.6

O OPTIMAL ALOHA
S0.4

0.2

0 0.2 0.4 0.6 0.8 1.0

INPUT RATE

eaSed on KLE178, D. 7.2.4.

Figurc 51. Input-Throughput Analysis

131



SECTION 4

MODELING OF BUS NETWORKS - CONCLUDING REMARKS

In this section, to the extent possible, the vai-ous bus network
access schemes discussed in this paper are compared. The performance

measure employed is the time delay versus throughput trade-off. In

addition, the models used in evaluating the performance of the access

protocols are discussed.

COMPARISON OF ACCESS PROTOCOLS

Any comparison of access schemes must attach a great deal of

importance to the environment in which the protocol is to be employed.

Kleinrock, in an important paper, "Performance of Distributed Multi-

Access Computer-Communications Systems" [KLEI77b], mentions basic

parameters that serve to characterize a distributed local broadcast

communications system. They are:

* The number of users, M, attached to the system.

e The loads, Sm, generated by each user.

e The (normalized) propagation delay, a, which serves

as a measure of the dispersion of the users of the system.

e The total system load, S = Sm, placed upon the entire

system.

Kleinrock's system description may be simplified by noting that the

last parameter is obtained from knowledge of the first two sets of

parameters.
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Kleinrock goes on to note that nature exacts a price for

distributed control in the form of collisions, idle capacity or

control overhead. Table 1 [KLEI77b] illustrates this price for

three categories of systems.

Table I

The Price for Distributed Sources

Collisions Idle Capacity Overhead

No Control

(e.g. ALOHA) Yes No No

Static Control

No Yes No(e.g. FDMA)

Dynamic Control

(e.g. Reservation No No Yes

Systems)

Based on KLEI77b, p. 548.

A systems designer's problem is therefore to decide which price

(or combination of prices) is appropriate to pay for his particular

environment (as characterized by Kleinrock's three parameters). The

performance measure apparently most appropriate for making this deci-

sion is the time delay versus throughput trade-off* made for differing

values of M, a, and S. Charts similar to the ones presented in the

* Stability is an important consideration for random access protocols.

However, dynamic control procedures have been developed which produce
close-to-optimal, stable chaunel delay-throughput performance [LAM74
or KLEI75].
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discussion of MSAP (figures 41 and 42) should form the basis of a

decision as to which protocol should be employed for a given system.

Figures 41 and 42 illustrate how dependent the choice of the appro-

priate protocol is upon the particular enviromnent (characterized by

the parameters S, M, and a).

Kleinrock compares a number of multi-access protocols in his

paper. In doing so, he first defines a "new" system parameter, N,
eff'

by the following formula:

T x(S)
-eff =T M/D/I

where

T x(S) is the time delay of system x at load S.

T is the time delay for the ideal deterministic system.
M/D/1

One may view this ratio as equal to an effective number of system

users via the following observations [KLEI74], referred to as theC
"scaling law" with The scaling law states that if we compare theM

time delay for the following two categories of systems:

C S
e M systems, each with capacity - and input rate S

e A single system handling total input rate S with total

capacity C

1

Then the second system would have an average time delay equal to-M

of the time delay of the first system.

A corollary of this law is that an FDMA system has a time delay

that is M times as large as the deterministic M/D/1 system. As an

example of this law, we take a system of 100 users each provided with
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4

an average 150 psec time delay. If an M/D/i system can provide each

user with a 3 psec time delay, then in effect the M/D/l system pro-

vides 50 users (= Meff) with the same 150 psec time delay as the

(proposed) system provides one user.

This new parameter* Meff provides a reduced system description --

Meff users provided load S, and distributed at distance a.

Employing Meff as a system parameter, Kleinrock presents the

time delay versus throughput trade-off for a wide range of systems.

Three separate cases are presented in figures 52, 53, and 54:

25 _T- - -

20 1

PURE j0..0

1002 04 06 08 10

SA

BaSed on KLEI77b. p. 551.

Figure 52. Response Time Ratios (M=10, b1000)

• Since loads are not uniformly distributed in a system, one must

allocate the system capacity in such a way as to minimize the

time delay.
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Figure 53. Response Time Ratios (M=100, b-1000)
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Figure 54. Response Time Ratios (M=1000, b=100)
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9 10 users with a packet length b of 1000 bits (figure 52)

a 100 users with a packet length b of 1000 bits (figure 53)

a 1000 users with a packet length b of 100 bits (figure 54)

DYN stands for the Dynamic Reservation scheme discusses previously.

These figures point out (among other things) that of the schemes

compared, either MSAP or DYN is best in the heavy traffic end.

Figures 52, 53, and 54 do not afford a definitive comparison

4of broadcast access schemes. A number of protocols are not included.

Among these are:

o LWT protocol

o prioritized CSMA (e.g. Hyperchannel)

o Urn protocol

* MLMA

o GSAP

It might also be desirable to portray a more detailed picture of the

effect of the parameter a on these access protocols (as is done for

the graphs illustrating MSAP).

PERFORMANCE MODELS OF ACCESS PROTOCOLS

Queueing and simulation models have been created for all the

access protocols examined in Section 3. In general, there has been

good agreement between both categories of models. While the queueing

formulas produce results more quickly than do the more detailed

simulations, the advantages of simulation are clearly shown in two

cases:

a In the Hyperchannel simulation studies conducted at

Lawrence Livermore Laboratories, the authors pointed

out a number of problems caused by the interaction of
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the user-level protocols with the access-level protocols.

These effects could not have been protrayed by queueing

formulas that only modeled the access-level protocols.

Queueing models of the higher level protocols were not

developed, in all likelihood, due to the complexity of

the interaction of the two protocol levels.

e The time delay formulas developed by Tobagi for his CSMA

* protocols proved difficult to optimize. Hence, he employed

simulation to obtain a time delay/throughput trade-off.

The conclusion to be reached, therefore, is that both types of

models are necessary in conceptual phase modeling. Queueing models may

be used to rapidly evaluate design alternatives and discard inappropri-

ate ones, while simulation models may be used for more detailed

evaluation of selected designs. There is also benefit in being able to

to compare the results produced by the two types of models.

In attempting to develop a unified queueing model for bus networks,

Kleinrock has developed a good three-parameter approximation for a

great number of the time delay formulas [KLEI77b]. His generic formula

for time delay as a function of throughput (S) is:

T(S) = A Z S

P-S

where

Z is the zero of the function,

P is the pole of the function, and

A is a scalar multiplier.

Table 2 [KLEI77b], indicates the appropriate values for parameters in

four access schemes.
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Table 2

Parameter Values

Access Method Z A P

• M
P FDMA 2 M 1: 2

TDMA (2 + M) 12

M/D/l 2 1

MSAP (2 + a(M +) ) (a +)(+ a) 2

Based on KLEI77b, p. 548.

The ZAP approximation may also be employed on the ALOHA and CSMA

schemes by fitting the values of the parameters.

Little work has been done on the modeling of a complete network

employing a bus architecture (i.e., modeling of the nodes as well as

the communications system). A potentially effective approach to the

modeling of such a system would be to use Jackson's open queueing

networks to model the nodes [KLEI76], and to use the appropriate time

delay formula to model the performance of the bus itself. The ZAP

approximation might be effectively employed here.

In spite of the quick results to be obtained by such an approach,

there is also danger resulting from a lack of detail. Hence, one

might construct a two-tiered model. The first level, consisting of

the above queueing model, would be suitable for a rapid, time delay

versus throughput analysis. The second level would consist of a

simulation of the bus comunications network, coupled to a (Jacksonian)

model of the nodes as an open network of queues,
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